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Summary

This thesis deals with the detection of aeroacoustiund sources on aircraft and wind
turbines using phased microphone arrays. The deaistecs of flow-induced sound from
aircraft wings and wind turbine blades are deriadl summarized. The phased array
technique is described in detail, and several aspgdhe method are discussed, for example
how to account for the effects of flow and movirmyices, and how to quantify array results
using a source power integration method.

The reliability of the integration method is assb using airframe noise measurements
in an open and a closed wind tunnel. It is shova, thithough thabsolutesound level in the
open jet can be too low due to coherence losselagive levels are accurate within 1 dB for
both test sections. Thus, phased arrays enabletigiae aeroacoustic measurements in
closed wind tunnels.

Next, the array technique is applied to charantethe noise sources on two modern
large wind turbines. It is demonstrated that pcaty all noise emitted to the ground is
produced by the outer part of the blades during tteevnward movement. This asymmetric
source pattern, which causes the typical swishoigenduring the passage of the blades, can
be explained by trailing edge noise directivity ammhvective amplification. The test results
convincingly show that broadband trailing edge eassthe dominant sound source for both
turbines.

On the basis of this information, a semi-empirjmaddiction method is developed for the
noise from large wind turbines. The prediction godlich only needs the blade geometry
and the turbine operating conditions as input, ugcessfully validated against the
experimental results for both turbines. Good agesenis found between predictions and
measurements, not only with regard to sound leaets spectra, but also with regard to the
noise source distribution in the rotor plane areltdmporalariation in sound level (swish).
Moreover, the dependence on wind speed and obgsogéron (directivity) is well predicted.
The absolute sound levels are accurate within B-2mld the swish amplitude within 1 dB.
The validated prediction method is then appliecatculate wind turbine noise footprints,
which show that swish amplitudes up to 5 dB camXggected for cross-wind directions, even
at large distance.

The influence of airfoil shape on blade noisenigestigated through acoustic wind tunnel
tests on a series of wind turbine airfoils. In goiEnt inflow, trailing edge noise is dominant
for all airfoils. At low Reynolds numbers (belowniillion), several airfoils exhibit pure tones
due to laminar boundary layer vortex shedding, Wwitan be eliminated by proper boundary
layer tripping. In the presence of severe upstreabulence, leading edge noise is dominant,
and the sound level increases with decreasingildinfokness.

Finally, two noise reduction concepts are testedadarge wind turbine: acoustically
optimized airfoils and trailing edge serrations.tiBblade modifications yield a significant
trailing edge noise reduction at low frequenciebjclv is more prominent for the serrated
blade. However, the modified blades also exhibiréased tip noise at high frequencies,
which is mainly radiated during the upward parttbé revolution, and which is most
important at low wind speeds due to high tip logdiNevertheless, average overall noise
reductions of 0.5 dB and 3.2 dB are obtained fer dptimized blade and for the serrated
blade, respectively. This demonstrates that wimbline noise can be halved without adverse
effects on the aerodynamic performance.
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Samenvatting

Dit proefschrift gaat over de detectie van aeroatisehe geluidsbronnen op vliegtuigen en
windturbines door middel van akoestische antenBeseigenschappen van het stromingsgeluid
van vliegtuigvleugels en windturbinebladen worddgekeid en samengevat. De akoestische
antennetechniek wordt in detail beschreven, enrsiveaspecten van de methode worden
behandeld, bijvoorbeeld hoe effecten van stromingbewegende bronnen kunnen worden
verdisconteerd, en hoe antenneresultaten kunnedewagekwantificeerd door middel van een
integratiemethode.

De betrouwbaarheid van de integratiemethode weeghaald aan de hand van metingen aan
het stromingsgeluid van een vliegtuigmodel in eparoen een gesloten windtunnel. Aangetoond
wordt dat, hoewel heathsolutegeluidsniveau bij de open straal door coherentiiegete laag kan
zijn, derelatievegeluidsniveaus binnen 1 dB nauwkeurig zijn voddedestsecties. Dit betekent
dat akoestische antennes kwantitatieve aeroakclestisetingen in gesloten windtunnels mogelijk
maken.

Vervolgens wordt de antennetechniek toegepast ergeduidsbronnen van twee moderne
grote windturbines in kaart te brengen. Gedemoastrevordt dat vrijwel al het naar de grond
afgestraalde geluid wordt geproduceerd door hetebsie deel van de bladen, tijdens de
neergaande beweging. Deze asymmetrische bronvegddie het typisch zoevende geluid tijdens
het passeren van de bladen veroorzaakt, kan woreldtaard door richtingsafhankelijkheid en
convectieve versterking van achterrandgeluid. Dsresultaten tonen overtuigend aan dat
breedband achterrandgeluid voor beide turbinestiagrijkste geluidsbron is.

Op basis van dit gegeven wordt een semi-empirisdoespellingsmethode voor het geluid
van grote windturbines ontwikkeld. De voorspellimgthode, die als invoer alleen de
bladgeometrie en de bedrijfscondities van de tarliadig heeft, wordt met succes gevalideerd
aan de hand van de experimentele resultaten vade barbines. De voorspellingen komen goed
overeen met de metingen, niet alleen qua geluidans en -spectra, maar ook wat betreft de
verdeling van de geluidsbronnen in het rotorvlakdentemporelevariatie in geluidsniveau (het
zoeven). Bovendien wordt de afhankelijkheid van dsimelheid en waarnemerspositie
(richtingsafhankelijkheid) goed voorspeld. De absmlgeluidsniveaus zijn nauwkeurig binnen
1-2 dB, en de variatie in geluidsniveau binnen 1 @B gevalideerde voorspellingsmethode wordt
vervolgens toegepast voor het berekenen van da@getuntouren van een windturbine. Deze laten
zien dat in de dwarsrichting (loodrecht op de wicliling) temporele variaties in geluidsniveau
tot 5 dB kunnen worden verwacht, zelfs op grotéaafs.

De inviloed van de profielvorm op het geluid van e&ad wordt onderzocht door middel van
akoestische windtunnelmetingen aan een serie winidiprofielen. In een ongestoorde
aanstroming is achterrandgeluid dominant voor pitdielen. Bij lage Reynoldsgetallen (minder
dan 1 miljoen) vertonen diverse profielen pure todeor wervelafschudding van een laminaire
grenslaag. Deze kunnen worden voorkomen door hdtreagen van een grenslaagstrip. Bij
sterke turbulentie in de aanstroming is voorrangdideiominant, en neemt het geluidsniveau toe
met afnemende profieldikte.

Tenslotte worden twee geluidsreductieconcepteestyep een grote windturbine: akoestisch
geoptimaliseerde bladprofielen en zaagtanden oactterrand van het blad. Beide aanpassingen
van het blad geven bij lage frequenties een siganitie reductie van het achterrandgeluid, die het
sterkst is voor de zaagtanden. De gemodificeerddebl vertonen echter ook een toename van
hoogfrequent tipgeluid, dat vooral ontstaat tijdelesopwaartse beweging van de bladen, en dat
het belangrijkst is bij lage windsnelheden vanwelge hoge tipbelasting. Desondanks is de
gemiddelde totale geluidsreductie 0.5 dB voor feetpgimaliseerde bladprofiel en 3.2 dB voor de
zaagtanden. Dit toont aan dat windurbinegeluid wanden gehalveerd zonder nadelige effecten
op de aerodynamische prestaties.
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Chapter 1

Introduction

Sound can evoke emotions ranging from pleasurertort While for many people music is
the shortest way to the heart, long-term exposureise may cause serious health problems,
such as sleep disturbance, reduced concentrati@ss r fatigue. In today's society, noise
pollution is an important problem which affectsaage part of the population. The work
described in this thesis was carried out at thedational Aerospace Laboratory NLR and
concerns the sound of aircraft and wind turbineguie 1-1). Although most people
appreciate the advantages of air transport and emetgy, the accompanying noise often
causes public concern. It should be noted thatpdeeption of sound is significantly
influenced by psychological factors: while for soeople the sound of church bells or
playing children is a source of joy, for othersapresents an unacceptible disruption of their
peace. For aircraft sound, it has been shown [&} the annoyance can be reduced
substantially by giving people thmpressionthat their preferences with regard to noise are
taken into account (without changing the actuas@@xposure). Hindrance from wind turbine
noise reduces significantly when people have amawoic benefit from the turbines [2].
Besides psychological factors, timature of the sound also plays an important role. For
example, the swishing character of wind turbinesadi.e. the variation in sound level at the
blade passing frequency) makes it more disturbihgnt other environmental noise
sources [2]. However, probably the most importearameter affecting noise nuisance, and
one which can be objectively measured, is the séevel In order to protect public health,
sound levels in residential areas have to compti igigal regulations. However, these noise
limits often constitute a major obstacle for ecoimctivities like air traffic and wind
energy. For example, many wind turbines have toaipeat reduced power during the night,
and in some cases even complete wind farms areeleahdue to noise regulations. Thus, in
order to remove these obstacles and reduce noisayamce, it is essential to reduce the
sound of aircraft and wind turbines.

Figure 1-1: Wind turbines in Spain.



2 Chapter 1

This thesis focuses omeroacoustic or flow-induced, sound sources. One of the most
important components of external aircraft noisgeemlly during approach and landing, is
the broadband sound generated by the turbulentdlownd the airframe. Tharframe noise
originates mainly from the landing gears, flaps] atats (Figure 1-2). For modern large wind
turbines, aerodynamic noise from the rotating kdddeisually the dominant source of sound.
This airfoil noise is also important in other applications, such alchpters and fans. The
flow mechanisms for aircraft wings and wind turbbilades are similar. Both are designed to
producelift, which is used to keep the aircraft in the ait@make the rotor blades turn. A
wind turbine blade is particularly suitable for lwastudies, because it has no engines, slats or
flaps, and as such represents a 'clean’ case. dlbeity of the flow around a wind turbine
blade is determined by its rotational speed andnuine speed. Wind turbine noise is mainly
an issue at relatively low wind speeds, because the background noise from other wind-
induced sources is low. For the wind turbines atergd in this thesis, the rotational speed at
the blade tip is typically about 75 m/s, while thimd speed at rotor height is on the order of
10 m/s. Thus, the magnitude of the flow velocitythe tip region (where most of the sound is
produced) is about 75 m/s, which is similar to $peed of an aircraft during approach. This
means that th&®eynolds numbefreferenced to the blade- or wing chord) is tylhyca few
millions or more, so that the flow is turbulent avidcous forces are small with respect to
inertial forces. At the same time the Mach numisesnly on the order of 0.2, which implies
that compressibility effects are small. The chamastics of the sound generated by this type
of flow are derived and discussed @hapter 2. We will see that most aerodynamic noise
originates from the interaction between the turbuféow and a solid surface. Furthermore,
the sound power scales with at least tg&wer of the flow speed, and the radiation pattern
or directivity is generally not uniform.

slat noise

nose wheel

flap noise

Figure 1-2: Noise sources on a landing aircraft, as measured with a microphone array.

In order to reduce sound, we first have to idertiiyy sources. With a single microphone we
can only measure thmverall sound level, which makes it impossible to distisguifferent
sources.Chapter 3 describes how sound sources can be detected wasirgrray of
microphones. This technique is calledamforming and combines the acoustic signals on
different microphones to determine from which dii@t the sound is coming. Several aspects
of the method are discussed, for example how touatcfor the effects of flow and moving
sources, and how array results can be quantified) @ssource power integration method.
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While location of sound sources with an acoustic array has beeostandard technique, the
guantificationof array results is still far from straightforwar@iherefore, inChapter 4 the
source power integration method is assessed ugifign@e noise measurements in a wind
tunnel. The accuracy of the quantified array residtinvestigated in detail, not only for a
quiet open jet wind tunnel, but also for a closest section, which is traditionally only used
for aerodynamic testing.

In Chapter 5 the array method is applied to characterize thisensources on a large
modern wind turbine. The experimental results aeduo explain the swishing character of
wind turbine noise. Moreover, on the basis of a garson with theoretical relations for
airfoil noise, the dominant source mechanism isifbto be the interaction of boundary layer
turbulence with the blade trailing edge. This seuxghich usually defines the lower bound of
wind turbine noise, is denoted taailing edge noisén the following.

Once we know the source mechanism, we can tpyddictthe sound of a wind turbine.
Fast and reliable prediction methods are essdotighe design of quiet wind turbines and for
the planning of wind farmsChapter 6 describes the application of a trailing edge noise
prediction method to calculate the noise from tweodern large wind turbines. The
predictions are validated against experimentallt®soot only in terms of source spectra and
overall sound levels, but also in terms of the @a@surce distribution in the rotor plane.
Moreover, the turbine noise directivity and swishpditude are predicted and compared to the
measured data. It is also shown that wind turbinesen measurements can be used to
determine the trailing edge noise directivity fuoot

Airfoil noise is determined by the flow characstigs, which in turn depend on the
airfoil shape Chapter 7 describes aeroacoustic wind tunnel tests on assefiwind turbine
airfoils. Measurements are carried out at variousdvgpeeds and angles of attack, with and
without upstream turbulence and boundary layepinigp. The speed dependence, directivity,
and tonal behaviour are determined for both trgibdge noise and inflow turbulence noise.

Chapter 8 describes the assessment of two noghiction concepts on a large wind
turbine: a modified airfoil shape and trailing edg@rations. In order to compare the blade
performance for identical weather and turbine ctiow$, the rotor has one baseline blade,
one blade with an acoustically optimized airfoitdeone blade with serrations. The acoustic
behaviour of the three blades is investigated &snation of wind speed, azimuthal blade
position, observer position, and blade roughness.

In summary, the main questions addressed in tésig are the following. How
accurately can we quantify aeroacoustic sound ssuwgth a phased microphone array?
What is the dominant noise source on a modern wirlsine? Can we predict wind turbine
noise, including swish and directivity, using aling edge noise prediction method? How is
airfoil noise affected by airfoil shape? Can weusslwind turbine noise by optimized airfoils
or trailing edge serrations? The main conclusidribis thesis are summarized@hapter 9.
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Chapter 2

Characteristics of flow-induced sound

This chapter describes a number of basic acousticepts which are needed to understand
subsequent chapters. After the introduction iniBec.1, the propagation and refraction of
sound waves are discussed in Sections 2.2 and23elations derived in these sections will
be used for the source location method describ&hipter 3. Next, Sections 2.4 to 2.7 deal
with the generation of sound by a flow, and théuigrice of boundaries. These concepts are
necessary for the interpretation of the experimamid predictions in Chapters 4 to 8. The
effect of source motion on the acoustic behavieuconsidered in Section 2.8. Finally,
Section 2.9 gives an overview of airfoil noise maatsms and characteristics. More details
about the subjects discussed in this chapter cdoumel in Refs. [1-6], which have been used
for the preparation of this chapter.

21 Introduction

Sound is a weak pressure disturbance which trdkedsigh a fluid as a wave. As it passes,
the perturbation causes small variations in thesitferand velocity of the fluid. Although
acoustic pressure fluctuations are small with relspethe mean (atmospheric) pressure, the
rangein amplitudes is very large: the acoustic pressiirthe threshold of pain is about ten
million times higher than that at the thresholdhefring. This makes it convenient to express
the pressure amplitudp on the numerically more compact logarithmic scale:

SPL (dB)= 207logPms | 2.1)

ref

where SPL is theound pressure levah decibelsymsindicates the root-mean-square value,
and p,, is the reference pressure dil@> Pa. This reference pressure corresponds to the
hearing threshold (0 dB) for a typical human eaaim(at 1 kHz). To illustrate the order of
magnitude of acoustic disturbances, consider a 4 $bund wave at the threshold of pain
(140 dB). The corresponding acoustic pressure & P8, which is only a fraction of the
atmospheric pressure of 1Pa. The velocity at which the fluid particles ite is 0.5 m/s,
which is much smaller than the wave propagatioredpaf about 340 m/s. Note that this
particle velocityindicates the speed of a small amount of fluid] aot the velocity of
individual air molecules: we assume that we cainded ‘fluid particle' or ‘material element’
which is large compared to molecular scales butlssoenpared to the other length scales in
our problem, so that we can regard the fluid @srtinuum Since the particle motions are
parallel to the propagation direction, sound waasslongitudinal waves. At 140 dB and
1 kHz, the particledisplacemenis about 1d m, which is small compared to the acoustic
wavelength of 0.34 m. Since the disturbances arallsiihe flow variables satisfy the
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linearizedequations of fluid motion. This means that eackwflzariable is linearly related to
any other. Furthermore, multiple acoustic wavesprapagate without distorting one another,
because the sound fields add linearly. For soungdawation over practical distances, inertial
forces are usually much larger than viscous forddgs means that for acoustic wave
propagation we can neglect the effects of viscpsity we may assume the flow is frictionless
or inviscid

2.2 Wave equation
Consider a fluid with velocity, , pressurep, , and densityp, . From conservation of mass it

follows that

%8+ i) =o. 22)

and conservation of momentum gives

()
ot

+0pat)+0m®, = 1, (2.3)

where O is the operator(9/0x,0/dy,0/02), f is the density of an external force field
acting on the fluid (such as the gravitational &randP, = p, | —t is the fluid stress tensor
with unit tensorl and viscous stress tensor By neglecting viscosity and using Eq. (2.2),
we can write Egs. (2.3) as the Euler equations

A(%—?+qmqj+Dq=?. (2.4)

We can linearize Egs. (2.2) and (2.4) by considesimall perturbations of velocity, pressure,
and density. For this purpose we wriie=0,+ U, p, = p,+ p, and p, = p, + 0, where
the subscript '0' indicates the uniform mean vatle,quantities without subscript correspond
to the fluctuations, and the subscriptindicates the sum. Assuminﬁ =0 and a constant
mean velocityl, = u, thelinearizedequations for conservation of mass and momentum ca
be written as

‘;—‘t’ﬂj Mp+p,00i=0 (2.5)
po(g—l:+0 Dﬂujmp:o. (2.6)

Even if the uniform quantitieg,, 0, . andU are known, Egs. (2.5) and (2.6) only provide
four equations for five unknowngy, o, ). The additional information needed is provided by
the constitutional equations, i.e. empirical relaships between variables. We assume the
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fluid to be in a state of local thermodynamic edpuilm. This means we can write the
pressurep, as a function of density, and entropys , so that

_(p alqj
dp =|—| dp +| —| ds. (2.7
& [ﬁajs t[aap ?

For ideal gases momentum and heat transfer areotledtby the same molecular collisional
processes. Thus, if we neglect viscosity, we shaidd neglect heat transfer, and therefore
the flow isisentropic This means that the entropy of a fluid partiemains constant. In our
uniform mean fluid we therefore have a constanueabf the entropy. Thus, the flow is
homentropicand ds = 0. By defining the speed of sound e&= (ag/apt)s, Eq. (2.7) then
becomes

p=¢p, (2.8)

where we usec, = ¢( ,, 0,) to approximatec. Since p, and g, are uniform,c, is also
uniform throughout the fluid. The value of the sphexd sound can be calculated as follows.
Air at atmospheric pressure behaves like an idasisg thatp, = p,RT, with R the specific
ideal gas constant (287 J/KgK) ard the temperature. For an isentropic ideal gasnitlm
derived thatc® = yg/pt = yRT, with y= Cp/CV the ratio of the specific heats at constant
pressure and volume, respectively. For jaiFr 1.4, so thatc only depends on temperature,
and ¢; = y'py/ s -

Using Eqg. (2.8) we can writep in terms of p. By applying the operation
(a/dt +U D]]) to Eq. (2.5), and subtracting the divergence of(B®) from it, we eliminate
U and obtain theonvective wave equation

1(0 - Y )
| Z+0m| p-0?p=0, 2.9
Y2 o] p-ov e

where in cartesian coordinatés’p =09?p/dx*+02p/dy’+0d? [ Z. For many relevant
applications we can simplify Eq. (2.9) by assumpago mean flow, so that we obtain the
wave equatiormf d'Alembert

19°p_
— -0°p=0. 2.10
¢ at’ P (2.10)

This equation describes waves travelling at spgedA general solution of Eq. (2.10) for a
free field plane wave isp(X,t) = F(h(x— ¢, where the unit vectom indicates the
direction of propagation, anff is a function determined by initial and boundaoyditions.
In fact, any sum of plane waves travelling in agsi directions satisfies Eq. (2.10). From
Eqg. (2.6) it follows that the acoustic particle a@ty U in the plane wave has magnitude
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p/,ooc0 and directionii. Thus, the particle motions are parallel to theppgation direction.
The energy flux per unit area of a plane normalritois given by the acoustic intensity
I =pd.

Using Fourier analysis (see Appendix), any smgm¢hiodic pressure signal can be
represented as the superposition of harmonic fomsti each with angular frequency
w=2mf (with f the frequency in Hz). Therefore we can considemisaic solutions to
Eq. (2.10) without loss of generality. The gene@ution for a harmonic plane wave has the
form

wlt-1%

p(X,t) = Ae { °°J = AgOD (2.11)

where the pressur@ is actually the real part of the (complex) riglald side. The plane
wave travels at phase speed, in the direction of thewave number vector
k =kn=(k, k, k), which has lengttk = w/ ¢,. Thewavelengthi.e. the distance between
two adjacent crests, is given by =c,/ f. The harmonic plane wave solution of the
convectivevave equation, Eq. (2.9), is

iw t—ﬂp . = . A
p(% 1) = Ae el AL ith k=20 -
c, +nu

(k. k. k). (212
Note that the phase speed of convected wave id émube sum of the propagation speed
with respect to the mediung,, and the component of the convection velocityhie direction

of propagation. This is illustrated in Figure 2vihere U :HUH The frequency domain
version of the (convective) wave equation is callexl(convectiveHelmholtz equation

Figure 2-1: Propagation of plane wave front in uniform flow.

Besides plane waves we often considerradially symmetric pressure field. From
conservation of mass and momentum in a spherial ah distanca from the origin, it
follows that the productp satisfies the one-dimensional wave equation

2 2
iarp_arpzo

2.13
c; at*  or? (213)
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Using Eq. (2.11), this leads to the following exgsien for an outward propagating
(harmonic) spherical wave:

A éw(t—r/co)
p(r,t) B (2.14)

Thus, the wave travels outward at spegdand its amplitude is inversely proportional to the
distance. Note that at large distance the sphesiagé behaves locally like a plane wave. The

absence of incoming waves converging to the origimesponds to the so-called ‘free field'
conditions.

2.3 Refraction of sound at an interface between two fluids

Sound waves often propagate in media with varyiegsity, sound speed, or mean flow
speed, for example in open jet wind tunnels orhia atmospheric boundary layer. For the
open jet wind tunnels considered in this thesie {ee example Figure 4-1, pg. 55), the sound
travels from a region with a Mach number &F :U/CO ~ 0.2 through theshear layerto a
region with still air. To see what happens at thierface consider a plane harmonic wave
impinging obliquely on the boundary between twd@mn fluids (Figure 2-2).

no flow

Figure 2-2: Sound refraction at an interface.

We assume an infinitely thin shear layer between itfinitely extended uniform regions 1

and 2. The fluids have different mean density grekd of sound. Fluid 1 has mean velocity
U in the X, -direction, while the unperturbed fluid in regioris2stagnant. The amplitudes of

the incident, reflected, and transmitted wavesbmawritten as

R=1@™", with [k'|=a/g=a/(g+Ucoss)
P, = REEX™, with HRRH:M/CR:w/(q+UCOSL9R) (2.15)
R=TE"®, with [K'|=a/c.
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The time dependence is omitted because the frequency is not affeciethb interface.
The phase speeds andc; are equal to the sum of the propagation speedregpect to the
medium and the component of the convection velocitthe direction of propagation (see
Figure 2-1).

For integral momentum conservation at the interfac=0, the pressure must be equal
on the two sides of the boundary. This pressuréruaty at X, =0 implies that

| @M%+ ROEM ™ = TOek %, (2.16)

where k| :HR' Hcosﬂ, is the x,-component of the wave number vectiol (and similar
relations hold fork” and k). Eq. (2.16) can only be satisfied for alif k; =k* =k’ and
| +R =T . From the equality of th& wave numbers it follows that

& ,y=_G 4u=_%_
COSJ, cos’, cos,

(2.17)

which basically says that th&urface wave speedshould be the same: the sound wave
induces a surface wave which propagates alongnteeface at speed,. The first equality
shows thatd, =, i.e. the angle of the reflected wave is equah&angle of incidence. For
zero mean flow, Eq. (2.17) simplifies to

4 _-_% (2.18)
cosy,  cosk

which is known asnell's law Eq. (2.17) can be used to see what happens lana pound
wave impinging on an interface across which themfeav speed decreases frdth to zero
(such as the shear layer in an open jet wind tynié will assume for the moment that the
sound speed is the same on both sides of theante(€ = ¢ = ¢,). Eq. (2.17) then shows
that all waves will be bent away from the mean fldivection when passing through the shear
layer (except for normal incidence whéh = 2. = 77/2). This behaviour is callegfraction,
and is illustrated in Figure 2-3.

Figure 2-3: Refraction of plane waves at a shear layer.
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Since downstream propagating waves are bent away tine shear layer, there is a range of
transmission angles which is inaccessible to pleaees originating from the flow. Thone

of silenceis given byO< . <., where the critical angléy, equals the transmission angle
for grazing incidence, =0), so thatcos, = ( M )_l. For M =0.2 the critical angle is
34°. Upstreampropagating waves are bentvardsthe shear layer. Thus, when the incidence
angle becomes too high, there will be no propagaime: and the incident waves are totally
reflected (an evanescent surface wave will alsgdyerated but this carries no energy). The
angles for which this occurs are given iy-, <, < 77, where the critical angler—4J. is

the incidence angle corresponding to a grazingstrétted ray withs, = 77.

In order to calculate the amplitudes of the refldcand transmitted waves, we now
restrict ourselves to the case where a transmittade exists Q< <7—4,), so that
Eq. (2.17) is valid. Due to the surface wave induiog the incident sound wave, the interface
between the fluids is perturbed by a small 'ripgds’ we ignore mixing, the particle velocity
normal to therippled interface must be continuous. In other words:displacemenof fluid
particles (in the direction normal to the mean flonust be continuous. Using this boundary
condition, it can be derived [7,8] that the ampuléa of the reflected and transmitted waves

are given by:
R.1-2 4 T2 (2.19)
I 1+Z | 1+Z
with
; 2
z=rSN@%) oy r=PA (2.20)
sin(24, ) P>,

where [ =1 if the same gas is present on both sides of tteefate. Note that convective
effects are included through the dependenc£,0bn U in Eq. (2.17). By considering a ‘ray
tube' impinging on the interface, and accountingtiie change in cross-sectional area of the
transmitted ray tube, it can be verified that tbemsf the energy fluxes in the reflected and
transmitted tubes is equal to the incident enelugy. f

12=R*+T?Z. (2.21)

If we assume that the gas and the sound speetieasaine on both sides of the interface, we
can use Egs. (2.17), (2.19) and (2.20) to calculeefraction RZ/I2 of the incident energy
which is reflected at the interface. It follows ttiar M <0.25 and 77/4< 9, < 377/ 4 less
than 0.5% of the incident energy is reflected, rad the sound level of the transmitted wave
differs less than 0.55 dB from the level of thedient wave. Therefore, in this thesis it will be
assumed that all energy is transmitted througlstiear layer. Although the present analysis
considered plane waves impinging on a thin shegerlat has been shown [9] that the
conclusions are also largely valid for realisticeopet wind tunnel conditions, where the
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sound waves may be spherical, and the shear laipgness may be large with respect to the
acoustic wavelength.

In aclosedwind tunnel (see e.g. Figure 4-2, pg. 55), theuatoimpedancep,c, of the
wall is much higher than the impedance of the@g,, i.e. the surface is acoustically hard. In
that casell and Z approach zero, and all energy is reflected regasdbf the incidence
angle. The transmitted wave h&s= 2| but it carries negligible energy because the garti
velocity T/ p,c, is practically zero. Due to thigressure doublinghe sound level measured
by wall-mounted microphones will be 6 dB higherrtliae free-field value.

2.4 Sources of sound

Before addressing the generation of sound by fleevfirst need to introduce the concept of a
sound source. Up to now we have considered propggataves whose behaviour is
governed by the homogeneous wave equation, EqQ)(2This equation only describes the
propagationof (1) sound generated at boundaries, (2) incorend fields from infinity, or
(3) sound due to initial perturbations. We defirvidtions from the ‘acoustical behaviour’,
given by the homogeneous wave equation, to bedhed sourcey(X, t):

10°p
cz at?

-0’p=q. (2.22)

Thus, the source region, whegids non-zero, is separated from the sound fielderely is
zero and propagation of sound waves prevails. Vitheisource] is known, the sound field is
uniquely determined for given initial and boundapnditions. However, the converse is not
true: a given sound field can be caused by diftesenrce fields. For example, an excellent
audio system can create the illusion that a sirggeresent in the room. This has the important
consequence that, in order to obtain source infdomd&rom a measured sound field, we must
have a physical source model. For the microphonay ameasurements in this thesis, we
generally assume that the sources behave likellmtcaonopoles. This will be discussed in
detail in Chapter 3. In the following sub-sectioves will discuss (1) how acoustic sources can
be generated, (2) how we can determine the comespyp sound field, and (3) the
characteristics of basic point sources (monopotedipole).

2.4.1 Source terms

In the derivation of the homogeneous wave equatéveral assumptions were made. In the
following, a number of deviations from this ‘acacat behaviour' are not neglected but
moved towards the right hand side of the conseymdtws, forming so-called aeroacoustical
sources. For a uniform, stagnant fluid, linearzaif Egs. (2.2) and (2.4) yields

%—‘t’womm =0 (2.23)

,oog—l:+Dp= f. (2.24)
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From Eqg. (2.7) it follows that

) op
= -+l s, 2.25
pP=Ggp+ ( asjp S (2.25)

where we maintain the second term on the right-tsgahel (in Eq. (2.8) we discarded this term
because sound propagation in a uniform flow is hanopic). By taking the time derivative
of Eq. (2.23), subtracting the divergence of Eq242 and using Eq. (2.25) to eliminae,
we obtain the following inhomogeneous wave equation

10°p _, - 1(apj 9°s - 62( P J
2P pp=nO+=|2F| =00 +—| t-p|.  (2.26)
G\0s),0t o\ ¢

By defining

om_ 1(dp) 9°s
= | 2R 22 2.27
ot cg(asjpatz (227)

we see that the source term associated with thergigon of entropy has the same effect as an
(isentropic) mass source tenm in the right hand side of Eq. (2.23). By writing

_9
m=—-(n), (2.28)

where S is the volume fraction occupied by the injectedsmdwith density g,), the
corresponding source term in the right hand sidEgf(2.26) isp, 62,6’/6t2, which shows
that unsteady 'injection of volume' is a sourcesaind. Hence, due to thermal expansion in
processes such as combustion or heat transfeenthepy source term acts as a volume- or
monopolesource. This illustrates that, although for nolatreistic conditions mass must be
conserved, a mass source term can be used toeapeesomplex process which we do not
want to describe in detail. Besides thermal expemdior example the sound of a pulsating
sphere can also be approximated by a volume sdaroe The other source term in Eq.
(2.26), which is associated with the force densftyis the divergence of a vector field and
therefore induces dipole field (the reason for this name will become clbatow). Thus,
time-dependent, non-uniform force fields induceotipsound. The force densitf/ can also

be used to represent the reaction force of a wigill to unsteady hydrodynamic forces. This
is actually the main source of sound in many flows.

2.4.2 Green's functions

The solution of the inhomogeneous wave equatiorbeaconstructed by using the method of
Green's functions. First we determine the presfielé G(X,t) for a unit pulse which is
released at positiofy and timer , i.e.
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1 0°G

> — ~0°G =3(x- y)d(t-1), (2.29)
c; ot

where Jis the Dirac delta function. The pulse respons&i@en's functionG should also
satisfy the causality condition =0 and dG/dt=0 for t <7, because the field pressure
observed at timé¢ must be caused by source signals that were enaittedrlier times . The
Green's function is further determined by the Iineaundary conditions that we impose. If
the boundary conditions correspond to those ofabtmustical field we call it dailored
Green's function.

An important property of the Green's functionhiattit satisfies theeciprocity relation

G(xt| v.7) = G(V-7| X~ }. (2.30)

This relation says that the perceived pressuretdug unit pulse remains the same if we
exchange source and observer position, and inw@gsen and observer time (for causality).
Thereciprocity theoremnstates that the sound field &tdue to a source & is equal to the
sound field aty due to the same source &t The reciprocity relation will be used in
Section 2.7 to determine the Green's function feswce close to an edge.

Using Green's theorem the solution of the inhomegas wave equation Eq. (2.22) can
be written in the integral form

px)=[ [awr) G{xtyr) dyd-| j[ %%— ngp} Ny, (231

where X is the observer- or field coordinaty, is the source coordinate, amd is the outer
normal on the surfac& enclosing the volum& where q is non-zero. The first term in the
right hand side of Eq. (2.31) is a space and timwegral of point source solutions, while the
second term represents the influence of bounddr@sa tailored Green's function, which
satisfies the same boundary conditions at the seirf as the pressure fielgh, the second
term vanishes.

In free space the Green's function for a stagfhaidtis given by

ot-r-|x- /%)
i)

This is an outward traveling impulsive wave whosghtude is inversely proportional to the

Gy (X t| .7} = (2.32)

distance. Note that, sindg, only depends mﬂ)"(— §/|| , it satisfies the symmetry property

0G, __0G, 2.33)
X oy
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i.e. moving the observer towards the source isvadgmt to moving the source towards the
observer. By insertings, in Eq. (2.31), we now obtain the following exptiessfor the
pressure field in free space due to souwjce

p(x, )= [ Ay =% 3/ ) o

b ooamx—y

(2.34)

2.4.3 Point monopole and dipole

In order to illustrate the characteristics of thregsure field induced by the mass and force
terms in Eqg. (2.26), we now consider the case wtiegse sources are concentrated in one
point of space. For a point volume sourcefinwith 8(y,t) = ,é(t)o"(y—f),

Q3.9 = 0 2L 5(y-8)=0(90(3-8). (2.35)

where thesource strengtho(t) is the time signal generated by the source. From(E34)
the radiated pressure field is then found to be
_o(t-rlc,)

p(X%, t) ~am (2.36)

where r :HX—?H This is an omnidirectional amonopolesound field, which we found
before for the outward propagating spherical wawv&q. (2.14). Thus, the pressure field in
Eq. (2.36) satisfies the homogeneous wave equatierywhere except at the source position.
A point monopole can be thought of as a pulsatptiese with vanishing radius but constant
source strength.

For a pointforcein &, the source term ig(y, t)=-0 f , where the strength? has
both a magnitude and a direction, and can be writef (¥,t) = F(t)d(y- &) . Since such
a source can be formed by two adjacent, oppositeopale sources, a point force is called a
dipole source. The strengt) of the monopoles and the distaricebetween the two sources
should be such tha®(t)l = F(t), whereM goes to zero an@) is increased such that
remains constant. A point dipole can also be thooflas a small rigid sphere oscillating in
the direction of the dipole axis. From Eq. (2.343ing partial integration and the free field
symmetry property in Eq. (2.33), the dipole presdigld can be written as

< f) = — d I R (t-]%-¥/g)o(y-¢) &y (2.37)

T k] |

so that the pressure at distanand at an anglé), to the dipole axis is
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o(r,6,t)= -2 {Fi(t‘r/co)} - cosG, {L{OF}{EZ}}, (2.38)

0X 4 41T | Cf ot r

wherer :H)? —f” F :HIEH 6, is the angle between the observer dirECtTOHg? and the
force F, and the square brackets indicate that the fumctfmuld be evaluated at emission
time t—r/c,. The structure of the dipole field differs frometmonopole in three respects.
Firstly, the dipole pressure is composed of twenterone falling off withl/r and one with
:I/r2 . The :I/r2 term dominates the field close to the source arttiarefore called theear
field. At larger distances (in tHar field) the pressure falls off with/r , as for the monopole
source in EqQ. (2.36). Secondly, the dipole field hanon-uniformdirectivity. The pressure
field has acosf, dependence, with zero pressure at 90° to the elipris. This can be
understood from the equal distance to the two demgcenonopoles (see Figure 2-4), when
the dipole is represented by two adjacent, oppasitaopoles of strengtk), as described
above. Thirdly, the far field pressure of the dg¢éven forcosg, = 1) is much lower than
the pressure of a single monopole with the saneagth Q. This can be understood from the
partial cancellation of the two constituent mon@gsolThus, in free field conditions dipoles
are less efficient radiators than monopoles.

v
TN

Figure 2-4: Directivity pattern of a dipole source.

2.5 Sound generation by flow

In the previous section we saw that deviations fribtea acoustical behaviour (i.e. the
homogeneous wave equation) can be interpreteduasl smurces. Besides the mass (entropy)
and force terms discussed there, deviations framitlear inviscid behaviour of the fluid can
also be considered as acoustic sources. The samatagged by a flow can be described by
starting from the exact equations of motion andectihg all departures from the 'ideal’
behaviour on the right hand side of an inhomogese&mave equation. In index notation, the
exact equations of mass and momentum conserv&igm,(2.2) and (2.3), are given by

9p, , 9(Au)
ot 0x

a(guﬁ)+5(AUM;)+a(F?5u ‘Tii):f (2.40)
ot 0x, 0% : |

J )

=0 (2.39)
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where 5” is the Kroneckerd -function and 7; is the viscous stress. By subtracting the
divergence of Eq. (2.40) from the time derivativeeg. (2.39), and subtracting on both sides
c?0%p, , we obtain

. %(n-gp)
P oxo 0 0 '
X X0% X X

°p, B ,0°p, _az(ptutiqj _Tij)_i

(2.41)

We now define deviations from the reference stdte,,0,) as p=p-p and
P =p, —pP,- These deviations are assumed to be linear atliberver's position, but do not
need to be small in the so-called source regiois gilves the famousighthill equation

azp_czazp _ 0T, of

—, 242
or T ox’  0x0x 0X (2.42)

where Lighthill's stress tensor is defined as
T =a4y -7 +(p_ (g,O)Q?, (2.43)

and ¢, is the sound speed at the observer's positiorsi®ithe source region), where we
assume a uniform stagnant fluid with, p,,C,. As no approximations were made, Eq. (2.42)
is exact and basically defines sound sources adiffegence between the exact equations of
motion and their acoustical approximations. Thigafled Lighthill's analogywhich shows
that we can consider all fluid motions as acoufgticls with aerodynamic source terms. The
term —of, /6)§ represents the dipole field induced by externatddields or walls, and was
already discussed in the previous section.

Lighthill's stress tensor shows that there aredhother basic aeroacoustic source
processes: the non-linear Reynolds stresg U, , the viscous forces; , and deviations from
the homentropic behavioup:qu. For isentropic flow sound is still generated by the
difference betweerc and c,. Note that in Eq. (2.26), wher@ was used as the acoustic
variable, deviations fromp = ¢;p appeared as éz(p/qf —p)/6t2 source term, hence a
monopole sound source. This form of the analogymisst convenient when studying
combustion processes in which entropy productidgheésdominant sound source. The original
analogy of Lighthill, which useso as acoustic variable, is most suited when flowe ar
considered with large variations in the speed oinsio(C/ G, <1), such as a bubbly source
region surrounded by a pure-liquid observer's medio such a case the entropy term has the
character of guadrupole 9° ( p- qu)/d)gz .

In the absence of external forces, the sourcel feguals the double divergence of
Lighthill's stress tensoraz'l'ij /axa>§ , and is therefore of quadrupole type (for isentrop
flows). A point quadrupole can be formed by combiniwo opposite point dipoles, either
laterally or longitudinally. Similar to the dipoleéhe point quadrupole has a non-uniform
directivity and a near field which is essentialliffetent from the far field. The far field
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pressure of a quadrupole is inversely proportidnathe distance, and due to the double
cancellation its radiation is even less efficidrdrt a dipole.

Since Eq. (2.42) is exact, it is not easier tovsdhan the original equations of motion.
However, if we write it inntegral form, we can use dimensional analysis to estitate the
sound produced by free turbulence in a jet depemndthe flow parameters. Assuming that
there are no external forces, we insé(ty, t):62'li'j /ayay in Eq. (2.34), apply patrtial
integration, and use the symmetry property in E3) to write the free field sound field as

o’ | T (3t %= 3/ ¢)

——d’y, (2.44)
oxox 5 4Amg| %=

p(X,1) =

whereV is the volume in whichl; is non-zero. If the jet has diametBr and flow speedJ ,

the characteristic frequency in the flow is/D . The far field frequencyc/A will be the
same, so thaD ~ M 4 , with M :U/c the jet Mach number. Thus, for low Mach numbers
D << A, so that the jet isompact(small compared to the wavelength). This implieat t
variations in retarded time over the source voliwhe D® can be neglected. In the far field
the only length scale id , so thatd/dx ~1 A ~M/D. For the large scales in turbulent jets,
which are the main sources of sound, the effectgsmiosity can be neglected, and for low
Mach numbers the flow is almost isentropic Witk G, , so that we can estimale ~ oU%.
Combining these approximations we obtain

2 2
P ~(7Dj M® (2.45)

for cold, low Mach number jets. This law predidtattthe sound is proportional to teighth
power of the jet velocity, which has been confirmgdexperiments. In this particular case the
theory of Lighthill (1952) predicted the eighth pewbeforeit was observed in experiment. It
should be noted that Eqg. (2.45) is valid fwoportional frequency bands (see Appendix). If
narrow bands or power spectral densities are ubedsound levels will scale a¢l * when
measured at equal Strouhal numif&/U . This is because the number of narrow bands over
which the acoustic energy is distributed is prapodl to the characteristic frequency, and
therefore to the jet velocity.

The eighth power dependency implies that doublivegjet Mach number increases jet
noise by 24 dB. Early jet engines were designechigh speed flight and had very high jet
velocities. Therefore jet noise was a dominant ena@surce. High-bypass turbofan engines
developed in the late 1960's improved the efficjenicthe engines considerably by reducing
the jet flow speed. This also had the advantagej¢hanoise was reduced substantially, to a
level comparable to that of airframe noise (durapgproach and landing). Eq. (2.45) also
illustrates that atow Mach numbers turbulence in free space is a vegiffdntive source of
sound. In the next section it will be shown thag firesence of boundaries dramatically
increases the acoustic efficiency of turbulence.
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2.6 The sound of compact bodies in a flow

Lighthill's theory of aerodynamic sound, as derivedthe previous section, describes the
sound field emitted by a region of fluctuating flawfree space. However, for aircraft wings
or wind turbine blades the presence of solid sedas essential. Therefore, we will now
consider the sound generated by a foreign bodyflioma Consider a body which is enclosed
by a control surfacé&, and a control volum¥ on the fluid side of the surface (Figure 2-5).
with q(y,t) = aZT”./a Y0y , neglecting external forces and using the fadtahthe observer
position p = qf,o, we can use Eq. (2.31) to write Eq. (2.42) ingnaé formulation

p(i,t):j ja‘z/_;; G (% {yr) dyd- j j( aGI gg—sj n & yd. (2.46)

-0V i j S

Since the free field Green's functi@) is not tailored for this problem, we cannot disctre
second integral on the right hand side.

Figure 2-5: Foreign body in a flow.

Using partial integration, the symmetry in Eq. &,30G/d0t=-0G/dr (listening later is
the same as shooting earlier’), and substituiggrom Eqg. (2.32), we can rewrite Eq. (2.46)
as Curle's equation

2

BN T | ey 0 p}
4rrp(X,t) = Y- —| [T | ndYy
x| hx ﬂ ol h g

+a { tAYY }ndzy

[%=3

where B, = g, -7, and the square brackets indicate that the funatimuld be evaluated
at emission timet =X~ ¥j|/ G . The first term on the right hand side represémssound
from the turbulence in the fluid, as in Eq. (2.4%he remaining terms show that the effect of
the body can be written in terms of surface monepaind dipoles. The monopole strength is
the mass flux crossing the surface, and the diptkngth represents the momentum flux
through the surface and the stress applied to uhace. For a motionless, rigid body the
velocity at the surface vanishes, so that the digmund from the body is completely
determined by thés, term:

(2.47)
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4ﬂp($(,t)- ' J' Lr YH ndy. (2.48)

For a compact body at positiocﬁ and a far field observer, retarded time variationer the
surface of the body are negligible. By defining ihgtantaneous force applieg the fluid to
the bodyas

0 Ay, (2.49)

F = j
S
we can write

0| F cosd, | oF
4 Y = | J|== .
Py 0x; { r } G, { ot } (2:50)

where rzui—gu and the second equality follows from Eqg. (2.38hisTleads to the
important conclusion that all compact rigid bodiesturbulent flow generate dipole sound
due to the unsteady forces acting on them, sirtoléine force dipole discussed in Section 2.4.
We can again use dimensional analysis to estimate this sound depends on the flow
parameters. For a characteristic surface dimer3iand flow speedJ, the magnitude of the
forces can be estimated iy ~ pU’D?. Using 9/0x~1A ~M/D, as in Eq. (2.45), we
obtain

— 2
p2)2 ~(TDJ M. (2.51)

The dipole sound (in proportional frequency bariddpund to be proportional to treixth
power of the flow speed, which means that the bodges generate sound more effectively
than the surrounding (low Mach number) free turboéeby a factor oM . For the flows
considered in this thesis, witM ~ 0.2, this corresponds to an increase in sound level of
14 dB. Thus, for low-frequency sound from a compeyginder or airfoil dominated by
unsteady lift, we expect the sixth power law and tlipole directivity pattern depicted in
Figure 2-4, with maximum radiation in the crossafldirection.

2.7 Scattering of aerodynamic sound by an edge

The previous section dealt with the sound radiakigra compact body in a flow. When the
body isnot compact (e.g. high-frequency airfoil noise), weédto apply a different technique
to determine the characteristics of the soundt,Rimsider a sound source near a large rigid
plane surface. A rigid plane is a reflector of sihuss we saw already at the end of Section 2.3
for plane waves impinging on an acoustically hardace. From the boundary condition of
zero normal velocity on the surface, it followstthaoustic wave reflection at a rigid surface
is equivalent to the effect ofrairror sourcewith the same strength. A practical example of a
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mirror source will be discussed in relationshiphaitind tunnel walls in Section 3.5.3. The
sound radiation from a turbulent flow over a rigidne surface (e.g. the turbulent boundary
layer over an airfoil) is very inefficient, becautbe surface at most doubles the quadrupole
sources corresponding to free field turbulence. élmw, the presence of adgecan strongly
enhance the radiation efficiency, as will be shawthe following.

Consider an element of turbulence near the edgesoéttering surface (Figure 2-6). This
case is representative for the sound generatioa hyrbulent boundary layer passing the
leading- or trailing edge of an airfoil. We woulikd to determine the far field sound
produced by a turbulent eddy with volurh®, positioned close to the edge at positxyn
With the source terng(y, t) = 62'Ii'j /6 Y0y , which is non-zero only in a limited volumé,
partial integration of Eq. (2.31) gives the faldipressure at positioR as

£ ¢ 0°%G(xtyr)

p(X,t):J.\J; vy T vy, (2.52)

1)

—00

where we assumed that the Green's func&oiis tailored for the present problem. In order to
find the tailored Green's function, it is convetiém use the reciprocity relation Eq. (2.30),
which states thaf> remains the same if we switch the source and wbs@ositions (and
invert emission and observer times). Thus, we ha¥md an expression for the pressure field
p, close to the edge, due an impulsive, far fieldpsource. This can be done as follows.

Figure 2-6: The sound of a turbulent quadrupole is scattered by the sharp edge.

Close to the edge singularity the spatial deriestigre much larger than the time derivatives
(as will be confirmed below), so that locally theegsure p, approaches a solution of the
Laplace equatiorin that region:

0%p, =0. (2.53)

This means we have a potential flow near the edbere the velocity is given by =g,
with @ the flow potential. The structure of this flow daa found by conformal mapping: the
edge coordinateX = (X, X,) are mapped to complex space using the transfamati?,
with Z = X + iX,. The edge flow field then corresponds to a uniflow in the upper half of
the complex space, above a horizontal hard wafjuifel 2-7). Since the flow potential in the
complex space is proportional to the real parthef tomplex coordinate, it follows that in
edge coordinates the potential is proportional to
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p~r2sin@./ 2). (2.54)

This potential satisfies the Laplace equation amel houndary condition of zero normal
velocity on the surface. The velocity at the edgeindeed singular, so that the use of
Eqg. (2.53) is justified.

—)

——))
" oo

Figure 2-7: Potential flow field around edge in real space (left) and complex space (right).

Now from the momentum equation, Eq. (2.6) (withauean flow), it follows that
P, = -0, 0¢/0t, so that for harmonic pressure fluctuatiops= —p, iw@. This means that
Eq. (2.54) is also valid forp,, and therefore also foi . Furthermore, the sound from the
distant source with unit strength arrives nearetige with an amplitude proportional to",
and to obtain the correct dimension we use the ambilable length scalel ~k™. This
yields

~Lky2sin@,) 2). (2.55)
r
Now we switch back from the reciprocal problemhe teal problem, with the source close to

the edge and the observer in the far field. Conmiminaf Eqgs. (2.52) and (2.55) then gives

P~ [T k% sin@,/ 2) gre% &y. (2.56)

GV i i

Using k ~ M/I for aerodynamically generated sound, as in Egi5f2.and estimating the
strength of one eddy as

J-_I_I al’e al’e d2y~ pOU2|31 (2_57)
v Yi

we obtain for the far field sound scattered by dgeein turbulent flow

ey ) () o =
pOCO

e



Characteristics of sound 23

This important result shows that the edge nois@i@portional frequency bands) scales with
the fifth power of the flow speed. Comparison with Eq. (2 #5 free turbulence shows that
the edge enhances the acoustic efficiency of tily &g a factor ofM 13/r 2, making it
even more effective than the dipole radiation frib@ compact rigid bodies in Eqg. (2.51) at
low Mach numbers. The dependence of the edge Doi$ﬁé3 indicates that only eddies close
to the edge contribute to the radiated sound. Sumirilence close to the plane but far from
the edge radiates at most as a quadrupole, E®) [@¥plies that the sound from a turbulent
flow over an airfoil is dominated by edge noise.isTban be due to the interaction of
boundary layer turbulence with the trailing edge,daoe to interaction between incoming
turbulence and the leading edge.

2.8 Moving sources

In many situations, such as flying aircraft andatiolg wind turbine blades, the sound source
is moving relative to the observer. In this sectimwill consider the effect of source motion
on the perceived sound level and frequency. From £331) and (2.32) it follows that in free
space

p(% 1) = [ j—gg%il—éﬂ—r—ni—ng)cfyd. (2.59)

Now consider a moving point source at positi;%(r) (Figure 2-8), with
qa(y.7)=0(r) 3(y-¢(r)), (2.60)
where g(7) is the time signal emitted by the source.
g i &
r'=c,(t-r)
X(t)
Figure 2-8: The sound arriving at X(t) was emitted by the moving point source at & (7).

Substituting Eq. (2.60) into Eq. (2.59) then yields

o(r) ot—-7-r'/c,) dr

yo (2.61)

MXD=j
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with r' =H)?—E(T)H, i.e. the distance between source and observemegssion time. Now
0 -functions have the property that for any functiorand any functiong which has at most
simple zeros, i.e{dg/dr)._. #0 if g(r;) =0,

1

h(z,)

(2.62)
/dT|T T

f h(r) 3(g(r)) dr = z| -

where the right hand side should be summed ovenaifision times; for which g(7;) =0.
In our caseg(r) =t-7-r'/c and
dr’

— =-U cos?, (2.63)
dr

with U =HUH the absolute value of the source velocity, @hdhe angle between source
velocity and source-observer lifgth at emission time& . For subsonic source velocity ,
g has only one zera, =t-r'/c, and it follows from the above equations that

o(r,)
' (1-M cos9)

p(x t) = 4 (2.64)

with M =U/c and ¢ at emission timer,. This important result shows that, through the
factor (1— M 0099)_1, the pressure is amplified in the forward arc, eediiced in the rear
arc. This amplitude effect is callednvective-or Doppler amplification

The frequencyof the perceived sound corresponds tcdrl/dt, where f is the
frequency of the source signal. From7, =t —r'/c and Eq. (2.63) it follows that

ar, ) 14 dn g im cos9 9l (2.65)
dt G dr, dt dt
so that
dan, . 1 (2.66)
dt 1-Mcosd

Thus, the sound radiated by the moving source exfuency f is heard by the stationary
observer at theDoppler shiftedfrequency f/(l—M 0039): for an approaching source
(cosg > () the perceived frequency is higher than the sotmeguency, and for receding
sources €osg < C) lower.

It is interesting to consider the effect of motimm the mass and force sources discussed
earlier in Section 2.4. For a point source moviriguaiform speedU, the mass and
momentum equations become
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a0 a3

Ly p0mi=p = o(x-Ut 2.67

o P Po (x=UY (2.67)
ou = . -

,OOE"'Dp: F J(X_Ut) . (268)

These equations can be combined to yield the wawati®n

10%p _, o (08 . - 0 . -
——-0%p=p,—1 = o(x-Ut)} ——{ F o(x- Ut} . 2.69
Zor 0 poat{at (-0 =5 { F o O) (2.69)

By comparison with Eg. (2.64) we can write the soluas

I NI _0 F
p(x’t)_p"ath'(l—M cos?)} axi[éhr'(l—M coé‘)}’ 270

where the square brackets indicate that the tewnldhbe evaluated at emission tinag.
Many wavelengths from the source, the largest teimsEq. (2.70) arise from the
differentiation of the emission time,. We saw in Eq. (2.66) thatz, /ot = (1-M cos9) ",
and we can similarly derive thatr, /ox = ~1'/{ c,r'(1~M cos?) } , which yields
i po| 9B/t | +[oF, /t] /g,
ID(X’t)_4nr'(1—|\/| cos?)( +M co#)’

(2.71)

where dF, /0t is the component odF /ot in the direction of the observer. We see that/avhi
the pressure from the 'mathematical’ point sourdeq. (2.64) was modified by the Doppler
factor (1—M 00&9)_1 due to the motion of the source, the mass andefsaurces in
Eq. (2.71) are modified by tregjuareof this factor. For dipole radiation from a rotetiwind
turbine blade with a tip Mach number M =0.2, a Doppler amplification factor of 4 dB is
found for an observer in the rotor plane, whiclguste significant. In practice the mass and
force terms may also be coupled, which makes thetgdin even more complicated. For
example, for a compact pulsating sphere at low Maamber it can be shown [1] that the
pressure scales with the Doppler factor raisedh¢oppwer 3.5. The important conclusion is
that source motion will modify the amplitude by ttaetor (1— M CO&?) , but the power to
which this factor should be raised depends on #hera of the source.

2.9 Airfoil noise characteristics

Following the discussion of basic aeroacoustic @@umechanisms in the previous sections,
the present section will give a general overviewaofoil noise characteristics. A more
comprehensive survey of previous experimental bhadretical work is given in Chapters 5-8.
The airfoil noise features discussed here will bedufor the interpretation of the experimental
results in subsequent chapters. The flow aroundhidoil is schematically depicted in
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Figure 2-9. In the general case, a turbulent flgpraaches the leading edge, a boundary
layer develops along the surface, and turbulermm this boundary layer is convected past
the trailing edge. The pressure difference betwibersuction and pressure side of the blade
will cause a tip vortex at the side-edge. Since frerbulence is a very inefficient sound
source at low Mach numbers (Section 2.5), aerodimarise from the airfoil will be
dominated by the interaction between turbulencethadirfoil surface.

ary laver

Figure 2-9: Aerodynamic noise source mechanisms on an airfoil [5].

The acoustic effect of inflow turbulence dependstanlength scalé\ of the incident eddies.
For a mean flow velocity) , the disturbances occur at a frequerfcg U /A, which is equal

to the frequency of the emitted sourfd=c/A . Thus, if the incident eddies are much larger
than the airfoil chordC , the acoustic wavelength will also be much lathen the chord, so
that the airfoil is acousticallgompact The eddies will cause a fluctuating force on the
complete airfoil, resulting in low-frequency sountlich radiates as a compact dipole and has
a U°® speed dependence (Section 2.6). If the eddiesnach smallerthan the airfoil, they
will induce only local pressure fluctuations whigh not affect the global aerodynamic force.
Turbulent eddies approaching the airfoil are disthby the mean flow, and their sound is
scattered at the leading edge, causing high-frauenise with aU® speed dependence
(Section 2.7). The importance of inflow-turbulenua@ise therefore depends on the intensity
and spectrum of the incident turbulence. For wimtbine blades, inflow-turbulence may be
generated by the atmospheric boundary layer, byotlver wake (for downwind rotors), or by
the wake from upwind turbines in a wind farm.

The sound produced by an airfoil in andisturbedinflow is called airfoil self-noise
Depending on the flow conditions, several sourcelrapisms may occur. The structure of
the boundary layer depends on the Reynolds nurRiesr UC/v , whereV is the kinematic
viscosity. For Reynolds numbers higher than aldiit the initially laminar boundary layer
will generally become turbulent somewhere alongdferd. In our applications the Reynolds
number is typically a few millions or more. As theabulent eddies are convected past the
trailing edge, their sound is scattered at thdinigaedge, causing broadband noise with &
speed dependence. Thigiling edge noisds an important noise source for modern large
wind turbines, and its characteristics will be dissed in more detail below. If the Reynolds
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number is lower than abo@0’, the boundary layer on either airfoil side may agmaminar
up to the trailing edge. Upstream radiating noisenf the trailing edge may then trigger
laminar-turbulent transition or boundary layer @islities (Tollmien-Schlichting waves),
which in turn radiate as trailing edge noise. I€sa feedback loop occurs, high levels of
(tonal) noise may be generated. This type of whigthoise is calledaminar-boundary-
layer-vortex-shedding-noisand may be prevented by tripping the boundargrlamducing
transition from laminar to turbulent flow.

As the angle-of-attack increases, at some pomtfldw will separate from the airfoil.
This corresponds to so-callsthll. Stall causes a substantial level of unsteady foaund
the airfoil, which may lead to a significant incseain noise. For mildly separated flow this
separation-stall noisappears to be radiated from the trailing edge redsdeep stall causes
radiation from the airfoil over the entire chord.

Another source mechanism occurs if the trailingesthicknessh is increased above a
critical value. Thisblunt trailing edge noisénvolves periodic Von Karman type vortex
shedding from the trailing edge, leading to tonaise. The frequency of the tone is
determined by the Strouhal numb8t= fiy U= 0.1, and the amplitude depends strongly on
the trailing edge geometry. If the trailing edg&khess is reduced tb/d* <0.3, with &
the boundary layer displacement thickness, the tisappears, but the broadband part of the
spectrum remains the same as for a sharp edge.

Tip noiseg finally, is associated with the convection ofbwlence over the tip edge.
Separated flow at the side-edge may cause additiprzoise.

In the following the characteristics of trailindge noise will be discussed in more detail.
The interaction of turbulence with an edge wasistitheoretically by Ffowcs Williams and
Hall [10]. Using the Green's function for a senfisiite plane, the following expression was
derived:

2
P ~~M?® Lé: cosa sirf g 2)sip, (2.72)
(o) T

where L is the spanwise length and the angles are definEidjure 2-10. The boundary layer
displacement thicknesd represents a characteristic turbulence correlatimte. Eq. (2.72)
illustrates a number of interesting propertiesrafling edge noise. Firstly, the sound level
scales with the fifth power of the flow speed, assaw already in Section 2.7. Secondly, the
pressure is proportional tsin”(§/2), which means that maximum radiation occurs for
@ =1 (i.e. in direction of the leading edge for trajimdge noise, and vice versa). This
radiation pattern is different from the compactadipin Section 2.6, which for an oscillating
lift force has maximum intensity in the cross-flaivection. Similar to the compact dipole,
the radiated trailing edge noise has reversed pbasgpposite sides of the airfoil. Thirdly,
Eq. (2.72) shows that the sound pressure may heeddy yawing or sweeping the edge by
an anglea to the flow direction: theoretically, a yaw angles7/4 already gives a reduction
of almost 5 dB. Extending this idea, Howe [11] ci#dted the theoretical noise reduction from
trailing edgeserrations Chapter 8 of this thesis describes the results@xperimental study
in which this concept is implemented on a wind iteb
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observer

source

Figure 2-10: Definition of angles for trailing edge noise.

The characteristiérequencyof trailing edge noise is determined by the Stedutumber
St= ch/U. The peak of the broadband trailing edge noisetspa occurs at a Strouhal
number of order 0.1. Sincé =¢,/A ~U/5 , the acoustic wavelength will be of the order of
the airfoil chordC at a Mach number oM ~J°/C . Because the dependence &f on
Reynolds number is weak for a turbulent boundaygriathe source behaviour will gradually
change from a compact dipole to edge noise witheaming Mach number (Figure 2-11).
Since usuallyd < C, the transition between the two regimes may oetuelatively low
subsonic speeds.

sin*@ Us
— (7
log p2 /
T sin®(6/2)
[ )
v )
C/A<<1 C/A>>1

— logU

Figure 2-11: Speed dependence of trailing edge noise [4].

Amiet [12] used a different theoretical approacl analyzed trailing edge noise in terms of
convecting surface pressure patterns (‘gusts's flituating pressure field can be regarded
as the ‘footprint' of the boundary layer turbulerased its temporal and spatial transform - the
wavenumber-frequency spectrum - can be used to w@ntpailing edge noise. The theory
considers the linear response of the flow arousdrai-infinite flat plate to perturbations in
the flow. Amiet included the effect of a finite akdoon the radiation pattern, and found the
same characteristics for the compact and edge hoigs as indicated in Figure 2-11. In the
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transition region the directivity pattern was foutod exhibit multiple lobes and a reduced

intensity in the direction of the leading edge (5&gure 6-5, pg. 101). The different trailing

edge noise theories were reviewed and unified bwedfl3]. He also studied convective

effects and the implications of applying the Kuttandition (i.e. to impose a stagnation point
at the trailing edge, so that the flow leaves tthgeetangentially within the framework of an

inviscid flow theory). Besides analytical studisgsice the 1990's increasingly sophisticated
numericalmethods have been applied as well to calculailenyaedge noise [e.g. 14-18].

A comprehensivexperimentaktudy into trailing edge noise was performed bygdis,
Pope, and Marcolini [19]. They performed acoustid aerodynamic wind tunnel tests on a
series of NACAO0012 airfoils with varying chord,different flow speeds and angles of attack.
Based on their experimental database, and usintpéloeetical scaling laws, they developed a
semi-empirical prediction method for the above-riwerdd airfoil self-noise mechanisms. By
using calculated or measured aerodynamic inpuir, thele can also be used to estimate the
noise for other airfoil shapes. In Chapter 6 thethod is applied to predict the trailing edge
noise of rotating wind turbine blades.
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Chapter 3

Detection of sound sources with a
phased microphone array

This chapter describes how sound sources can lgetb@and quantified using an array of
microphones. Phased arrays have a long histongtimoreomy, sonar, and seismology. The
development of microphone arrays for aeroacousttirtg started in the 1970's [1,2], as an
alternative to the acoustic mirror [3,4]. An eligpmirror focuses the sound rays radiated from
a potential source location to its focal point, veha microphone is placed. However, the
mirror needs to be traversed for each potentialrcgouocation, which makes the
measurements time-consuming. The main advantage rofcrophone array is that only a
short measurement time is needed, because theisgafrpossible source locations can be
performed afterwards. The increasing capacity ohmaters and data acquisition systems,
which enabled larger numbers of microphones, lorgeuisition times, and higher sample
frequencies, stimulated the fast development ofattnay technique since the 1990's [5-11].
Nowadays, microphone arrays are widely used fayaeustic testing on both stationary and
moving sources.

In order to provide an intuitive understandingtbé& technique, Section 3.1 gives a
qualitative description of delay-and-sum beamfognin the time domain, and introduces
some relevant aspects of array results. In Se8trthe method is formally derived and
transferred to the frequency domain. Section 38 thescribes conventional beamforming, a
variant of delay-and-sum beamforming which is galhemused in this thesis. The effects of
flow are addressed in Section 3.4, and some sppmakssing techniques are discussed in
Section 3.5. Section 3.6 deals with the quantificatof array results using a power
integration method. Finally, Section 3.7 descrities application of the array technique to
moving sound sources. More details about the backgt of the array processing method and
the implementation at NLR can be found in Refs:142

3.1 Delay-and-sum beamforming in the time domain

Consider a compact sound source in a homogeneagsastt medium with sound speed
The sound field is measured by an array of micrapsqFigure 3-1). For simplicity a linear
array is shown here, but the explanation is equadlid for a two-dimensional planar array.
Due to the difference in distanae the sound will arrive slightly earlier at micrapie m,
than atm, . Furthermore, since the pressure amplitude deeseaith distance, the amplitude
of the acoustic pressurp will be lower onm, than onm,. Now suppose we know the
source is located in a specific plane (e.g. thegwihan aircraft or the rotor of a wind turbine),
but the positiorwithin this plane is unknown. Then the source locationtza determined on
the basis of the measured signals as follows; firstan grid is defined in the plane where the
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source is expected. For each scan position, theoptione signals are shifted to account for
the time the sound needs to travel from the scaitipo to the microphone. In addition, the
amplitudes are adjusted to account for the distdrmeteveen the scan position and the
microphone. Next, the time-shifted, amplitude-atfjdssignals from all microphones are
summed. This procedure is called delay-and-sum.

microphone signals array scan plane delay&sum source map

/
Me. . ___ ho pos.1
! ! ° a Kﬁ’

m® g

Figure 3-1: Delay-and-sum beamforming.

If a sound source is present at a given scan posfposition 1 in Figure 3-1), the shifted
microphone signals will be in phase and their suthhave a high amplitude. If no source is
present (position 2), the shifted signals will haaedom phase and the amplitude of their sum
will be small. Thus, the phased array essentiattpldies the sound from the scan position
(or focal point) with respect to sound from otheredtions. By plotting the (squared)
amplitude as a function of scan position, a soedalburce maps obtained. This source map
shows peaks at the source locations. The strerigitsource can be determined by dividing
the reconstructed peak amplitude in the source byafhe number of microphones. In the
case of a planar array a two-dimensional source is\a@ptained and the amplitudes can be
indicated by colors (Figure 3-2).

12dB
-
IS
0

Figure 3-2: Simulated acoustic source maps of a 2 kHz point source for a random array (left)
and a cross array (right). The size of the cube is 1 m®.

The delay-and-sum technique illustrates severadadsmf the beamforming methods used in
this thesis. First, the main peak in the source hepa certain width, which determines the
resolutionof the array. In order to distinguish two diffetesources, their distance should be
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larger than the peak width at 3 dB below the peaklt the narrower the peak, the higher the
resolution. The non-zero peak width can be undedsibwe consider a scan position just
next to the actual source position. The time-stiftécrophone signals for this position will
still be partly in phase, resulting in a non-zeezanstructed amplitude. For a given scan
position next to the actual source, the phase d&ebween the shifted signals will decrease
with increasing wavelength, resulting in a highecanstructed amplitude. Thus, the
resolution of the array decreases with increasiagelength, and therefore increases with
frequency f (Figure 3-3). Similarly, it can be deduced that thsolution increases with the
opening anglex of the array, so that the peak width is roughlypartional tor /Df , where

D is the size of the array. Note that the openinglegarand thus the effective array size,
decreases when the source is not in front of tteyafmhus, the array resolution decreases for

oblique source directions (Figure 3-3).

®

Figure 3-3: Simulated random-array source maps for 2 kHz (left), 4 kHz (middle), and for an
oblique 2-kHz source (right).

Besides the main peak (or main lobe), the sourge a0 showside lobeslocal maxima
around the source position. These spurious soareean inevitable consequence of the finite
number of microphones in the array, and are diffito distinguish from real secondary
sources. Therefore, an important requirement ofattiay design is to keep the side lobe
levels as low as possible. This can be achievethbéyse of 'random arrays', in which the
periodicity in microphone spacing is reduced (F&g8+2).

In principle, multiple parallel scan planes (o @hree-dimensional grid) can be used to
estimate the distance to an unknown source. Howédvshould be noted that for a planar
array the depth resolution (i.e. the resolutionthe direction perpendicular to the array
surface) is much lower than the lateral resolutima result, the three-dimensional main lobe
of a point source has the shape of a cigar, withoilg axis pointing to the array. In many
cases this low depth resolution is actually an athge, since the array results are rather
insensitive to small deviations in distance (eog.durved wings or rotor blades).

Note that in the above explanation of the delay-sumt technique no assumptions were
made regarding the nature of the source. The methd requires that the pressure
disturbance travels with the speed of sound, amad tte pressure amplitude is inversely
proportional to the distance. This is true for mpole-type sources in the free field, and in the
acoustic far field also for dipoles and quadrupdtese Chapter 2). If the source has a non-
uniform directivity, the reconstructed source stptbrwill be the average value over the solid
angle covered by the array. Another requiremenbéamforming is that the source radiates
sound coherently in the direction of the array. @heve explanation also shows that delay-
and-sum beamforming isot an inverse method in the sense that a sourcabdistn is
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'sought’ which matches the incoming sound fielde Tiethod simply performs an operation
on the measured signals and involves no fittingepative procedures.

Delay-and-sum beamforming with a phased arraynslai to source detection using
parabolic or elliptic antennas. However, phasedhyarrhave a number of important
advantages. Whereas antennas must be physicahedt® each scan position, so that many
time-consuming measurements are needed to obteemplete source map, a phased array
only needs one measurement, and the scanning ésafterwards. The electronic processing
also provides the flexibility to include e.g. flasifects, moving sources, or spatial weighting
of the microphone signals, whereas for an antehadime delays and weighting are fixed
because they are imposed by the geometry. Furtmernpbiased array processing can be
performed in the frequency domain, which allows tise of several special data analysis
techniques.

3.2 From time domain to frequency domain

In order to enable beamforming, we need to know hbe sound propagates from the
unknown source(s) to the microphones. We will asstime source behaves likerenopole

i.e. a point source with uniform directivity. Frothe inhomogeneous wave equation (see
Section 2.4)

10°p
c? ot?

-0 p=0,()d(X-¢&,), (3.1)

where g, (t) is the source signal ar@, the source position, it follows that the presdiglel

of the monopole is given by:

_G (t B Ato)

%t
P(X, 1) am

(3.2)

where 1, =H)? —g?OH and At, =r,/c. Thus, the acoustic pressure disturbance travelsea
speed of sound and its amplitude is inversely pitapeal to the distance.

Now consider an array dfi microphones which are located in some unknown ¢goun
field at positions X, =(X,, ¥,, Z,). The acoustic pressure fluctuations measured By th
microphones arep, (t) . Using time-domain delay-and-sum beamforming,xpdaéned in the
previous section, the signal from a potential sewicsome scan pOSitinil can be estimated

as follows:
— 13
Tons(1) =N24nrn p,t+At,), (3.3)
n=1
with r, = )?n—g?” and At, =r,/c. Thus, the microphone signals are shifted in tane

adjusted in amplitude, assuming that the potestialce at¢ behaves like a monopole. The
factor 471 ensures that the estimated source strer@ih(t) corresponds to that of a
monopole if the scan position coincides with a seyposition. This can be easily verified by
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inserting the monopole pressure field from Eq. 3 the measured pressurgg(t) in
Eq. (3.3). In that cas&, (t) = g,(t) if &=¢,. As argued before, the assumption that the
potential source behaves like a monopole does nesnnthe method is restricted to
monopoles. In fact, if the array is located in élteustic far field and covers only a small solid
angle (so that directivity variations over the grsarface are small), the radiation fieldaofy
stationary source can be locally approximated by tadiation field of a monopole. If
directivity variations cannot be neglected, theénested source strength will simply be the
(weighted) average value over the solid angle ey the array. Thus, for most
applications the use of a multipole source modsllimaited added value.

Using the (discrete) Fourier transform (see Appendelay-and-sum beamforming can
be transposed to the frequency domain without éfsgenerality. The pressure field of a
monopole source afo then becomes:

i Dty
py=2E " (3.4)
arm,

where P and a, are the Fourier transforms b and o, respectively, and depend on
frequency f . Delay-and-sum beamforming in the frequency domiaidescribed by:

a -iZN:MTr p gvt =EZN:5 (3.5)
Ayns N L n'n N e gﬂ ) :

where @, and P, are the Fourier transforms af, . and p, respectively. Thus, Egs. (3.4)
and (3.5) are the frequency-domain equivalentsgsf £3.2) and (3.3), and the time shift,

is replaced by the phase shéftAt, . Note that thesteering functiong,, = (e‘i“m”/4nrn), as
defined in Eq. (3.5), corresponds to trensfer functionP/a of the Helmholtz equation (see
Section 2.2) for an assumed monopole source atmsitinong?:

—(ﬁ’j P-02P= a3(%-&). (3.6)

C

The transfer function describes the relation betwhe source amplitudg and the pressure
field P of the assumed sourcEhus, delay-and-sum beamforming basically comesdow
applying the inverse transfer function for an asednmonopole source at a certain scan
position to the microphone signals, and summingéisalt.

3.3 Conventional beamforming

This section describesonventional beamforming variant of delay-and-sum beamforming
which is generally used in this thesis. Using thecter notationP=(F?L...P,\,)T and

g =(gl...gN )T , whereT indicates the transpose, the error betweemtbasuredressures
and theestimatedpressuresag for scan positiong can be written aE =||P—§g||. For
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delay-and-sum beamforming, substitution of the npmh® pressure field from Eq. (3.4) in
Eqg. (3.5) shows that this error reduces to zetioafscan positiorf coincides with the source
position .;?0. For conventional beamforming, the optimum chdice a is determined by

minimizing E for any scan position. The length of vectér can be minimised by choosing
a such thatP —ag is perpendicular to theteering vectorg (Figure 3-4). This leads to:

N
. 2 0R
a:g—F::"N:]'—, (37)
o 3 g:6,

n=1

where " indicates the complex conjugate transpose. Substit of Eq. (3.4) in Eq. (3.7)
shows that indeed the correct source pressuredveeed if the scan positioﬁ coincides
with the source positiod, (i.e. a=a, andE =0 for  =&,).

Figure 3-4: ||P—§g|| is minimized by choosing @ such that P —ag is perpendicular to g.

When several measurementséf(e.g. several blocks of samples) are used to mé&teran
average value fora, generally the phase di will be different for each measurement.
Therefore, it is more meaningful to consider estedaource auto-powers:

N N

* * * C
A=lgr=19PP0_ gcgzmzq 2,9:Cod: .
2 2 4 4 N N ; 21 .
ol Id™ 5 > g o
m=1 n=1

where C = %, PP is the cross-power matrixSince in a stationary sound field the phase
differencebetween different microphones will be constant ddferent measurements, the
average cross-power matrix can be used to calcilataverage value oA.

The main difference between delay-and-sum beanifigrmand conventional
beamforming is the relative weighting of the midiope signals: whereas in Eq. (3.5) the
microphone signald®, aremultiplied by r,, in Eq. (3.7) they ardividedby r, (through the
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multiplication with g, the factor||g||2 is only for normalization). This means that with
conventional beamforming, microphones close todten position contribute more to the
array result than distant microphones. This is fieiaé when the microphone signals contain
noise, because the noise is not disproportionatigléied for distant microphones. When the
distance between array and scan plane is largeliffieeences irr,, between the microphones
are relatively small, so that delay-and-sum beamiiog and conventional beamforming are
practically equivalent.In summary, conventional beamforming can be undedstas
‘weighted delay-and-sum in the frequency domain'

3.4 Beamforming in a flow

When the sound source is situated in a medium wniiform flow spech (e.g. in a wind
tunnel), conventional beamforming according to Eg8) can still be applied. However, the
steering functiong should now be determined using thenvectiveHelmholtz equation
(Section 2.2):

1
c

- 2 .
(ia)+U D]]) P-[2P = ad(x-&). (3.9)
Note that, except for th&J [ term, this equation is identical to Eq. (3.6). Tiensfer
function P/a for Eqg. (3.9) can be obtained by considering téwalent case in the ‘fly-over'
reference frame, where the monopole source movasitetonic speedﬂ and the fluid is
stationary (Figure 3-5, left).

fly-over wind tunnel

Figure 3-5: Reference frames for sound source in uniform flow.

The sound is emitted when the source i€'atand arrivesAt later at observer positioR. In
the mean time, the source has travelled to posiﬁorIFor this case the transfer function can
be shown to be (Section 2.8)

e—iwAt

= , 3.10
4rrr' (1-M cosf) (.10

g
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where M is the absolute value of the Mach number vedtb U/C. Eqg. (3.10) shows that
r'=cAt is the proper distance for calculating amplituégluction and that the source
strength is modified by the convective amplificatfactor(l— M 0059) . Note thatr’ is the
distance the sound travelgth respect to the mediynand that the amplification factor is
determined by the speed of the sowdh respect to the medium

In the wind tunnel reference frame (Figure 3-§ht) the situation is equivalent if the
observer (i.e. the microphone) moves with the ﬂnvspeedj . Moreover, since a stationary
microphone measures the same pressure amplitudes msving microphone (only the
receptiortimesare different), Eqg. (3.10) is also valid for adiikmicrophone in a wind tunnel.
Without flow the sound from the source étwould arrive atX in At seconds, but due to
convection by the flow the sound arrives at mickaph positionX in the same time period.
Again, r' is the proper distance and convective amplificatbecurs due to the flow. Thus,
the steering function for the wind tunnel situatcan be obtained by rewriting Eq. (3.10) in
wind tunnel coordinates, using the following redat (which follow from the geometry):

ﬂzcos'l(M SifO+ co®+ tM? siﬁ@) (3.11)

r= [ (3.12)

" _McosO+/M? cod0-M2+ 1

This yields:

—icw At st
e e

J =4nr\/1—Mzsin2@ :471\/(!\] E@X—?))2+,82HX—§H2 ’

(3.13)

where 5> =1-M ?. The emission time delafit can be determined from the relation
r':cAt:HY(—UAt—fH, (3.14)

which follows directly from Figure 3-5, and is fadito be:

At :C—;Z(—M [@x—$)+\/(|\7| [qx—f))z +/32H7<—$H2j. (3.15)

Note that for zero flow speed the denominator of BdL3) simplifies tod7zr and At =r/c,
so that g reduces to the steering function defined in Egg)(3In this thesis, the steering
function of Eq. (3.13) is used in combination with. (3.8) for conventional beamforming
with stationary scan planes. Note that this stgefunction implicitly assumes a Doppler
amplification factor of(l— M 00&9) , while in reality this factor may have to be raide a
higher exponent, depending on the nature of thecso{see Section 2.8). However, for the
present wind tunnel applications, witdl ~ 0.2 and 4 ~ 77/ 2, generally M cosd? < ], so
that convective amplification effects will be smallso note that the measur&gquencyis
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not affected by the wind tunnel flow, because theree does not move with respect to the
observer.

In an open jet acoustic wind tunnel the sound@®ig positionedhsidethe flow, but the
array microphones are usually locatedsidethe flow. The shear layer between the flow and
the quiescent air will refract the sound, and ideorto retrieve the correct source location and
level the array processing algorithm should accduontthis. The situation is depicted in
Figure 3-6, where for simplicity the source is ased to be on the tunnel centerline. The
actual sound path is indicated by the solid lime] the left and right dashed lines show the
hypothetical source paths for no flow and for afinite stream without shear layer. For a
given emission angle?, the sound is convected inside the flow at propagaangle ©,
which can be determined using Eqg. (3.11). At theasHayer the sound is refracted and
propagates to the observer at the external afigl@he refraction angle can be determined by
assuming an infinitely thin sheet between the flowd the quiescent air and applying Snell's
law (Section 2.3), which follows from pressure @ouity at the shear layer and states that the
surface wave speeds must be the same:

c —C,

U- =~ (3.16)
cosd cogl,

where U =HUH and c and c, are the sound speeds inside and outside thegpecgvely
(note that the angle definition is inverted witpect to Section 2.3).
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% no flow .. infinite stream

xi

Figure 3-6: Open-jet shear layer refraction.

Egs. (3.11) and (3.16) can be solved by iteratmni¢ld the actual sound path for a given
source and observer position. When the sound gathdwn, the effect of refraction on the
soundlevel can be calculated by assuming conservation of sticoenergy in ray tubes
passing through the shear layer. However, the lzdlon can be simplified significantly for
many practical situations. Fa, = ¢ and M cosd <« ], Eq. (3.16) shows thaf, =, which
means that the ratio between the propagation timg&de and outside the jet is equal to
Zl/z2 (Figure 3-6). Thus, the observer position can éemined simply by assuming an
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infinite  flow with effective Mach number M, =M z/(z+ 3). Furthermore, if
7m/4<9 <3 4, it can be assumed that all acoustic energy isinitted through the shear
layer (Section 2.3). This simplified shear layenrreotion method has been extensively
compared [12] with the more sophisticated Amiet hodt[15] for an infinitely thin shear
layer and with a ray acoustics method [16] incoating the finite thickness of the shear
layer. This comparison showed that the differencesray output between the three methods
are negligible forM <0.25 and 77/4 <9 < 377/ 4. Thus, for efficiency reasons the above
simplification is generally used in this thesis égren jet wind tunnel tests.

3.5 Special techniques

A number of special techniques can be applied wawve the quality of the array results, or
to obtain additional information. In this sectidmrae techniques will be discussed, namely
diagonal removal, microphone weighting, and soeateerence.

3.5.1 Diagonal removal

The elements of the main diagonal of the cross-pawatrix, i.e. the microphone auto-
powers C,, = P,P,, do not contain any phase information and areefoez not critical for
the array performance. In fact there are many tstos in which the auto-powers have an
adverseeffect on the array results. In closed test sectiond tunnel measurements for
instance, the microphones are usually mounted flosthe tunnel wall, so that they are
exposed to the flow. Therefore the microphones wdt only detect acoustic pressure
disturbances, but also hydrodynamic pressure falicins due to the turbulent boundary
layer. Since this wind noise is generally incohefesm one microphone to the other, it will
only appear in the auto-powers, and not in the rémed) cross-powers. Thus, the auto-
powers have much higher levels than the cross-mwethe beamforming process, the auto-
powers contribute to the reconstructed source latehchscan position, because there is no
phase cancellation. As a result, the wind noisthénauto-powers will cause a noise floor in
the acoustic source maps, which often makes it §sipte to detect the actual sound sources,
as illustrated in Figure 3-7.

Figure 3-7: Test set-up with wall array in closed wind tunnel (left), and acoustic source maps
with (middle) and without (right) auto-powers.
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A similar effect occurs in open jet wind tunneltseand acoustic field measurements. During
propagation from the source to the microphonesthend travels through a turbulent medium
(the open jet shear layer or the atmospheric bayntigrer), causing small time delay
variations which depend on the turbulence charsties along its path. As a result the
measured acoustic signal will be deformed. Sineetithe delay depends on the propagation
path and varies as a function of time, the phasedan two microphone signals will also
vary, resulting in reduced average cross-powerideviénis phenomenon is calledherence
loss and typically increases with wind speed, distabetween the microphones and
frequency. The auto-powers are not affected by revtoe loss because they contain no phase
information. As a result the auto-powers will bgher than the cross-powers, again causing a
noise floor in the acoustic source maps (see famgke the right column in Figure 4-7,
pg. 60).

A final example of the adverse influence of autevprs is the presence of extraneous
sound sources outside the scan plane (e.g. wingekumise or wind noise in the field).
Although these sources are also present in thes-growers, they are in principle eliminated
by the beamforming algorithm (depending on arraplgion and side lobe characteristics).
However, through the auto-powers they will stilntdbute to the noise floor in the source
maps.

To prevent the above problems, and remove unepecthoise from the array results, the
auto-powers can be excluded from the beamforminggss. In contrast to Section 3.3, where
we minimized the erroffP —ag| between the measured and estimaiesssureswe now
determine the optimum choice for the estimatedcsnamplitudeﬁ by minimizing the error

HC - Agg* H between the measured and estimateds-powersfor any scan position:

E2= i Con— AG, G (3.17)

(mn) OS

where for generalityS can be any subset of possik(lm, n) -combinations. For auto-power
elimination ordiagonal removal S contains all(m, n) -combinations except those for which
M= n. The solution of minimizing Eq. (3.17) is:

N

2 9.Cs
A=[mnbs (3.18)

, N
N 2 2,
|90l |94

=

(mn)OS

which is equivalent to Eq. (3.8) B includes all(m, n) -combinations. Thus, the previously
found expression for conventional beamforming twosto be optimum for any subs&.
This is not only useful for diagonal removal, bidgcee.g. for cross-shaped arrays, where the
cross-powers between microphones in the same ammbea@xcluded from the processing in
order to suppress side lobes. Note that the deratariof Eq. (3.18) ensures that the correct
source pressure is recovered if the scan positamcicles with a source position. It should
also be noted that, as a result of the exclusicmauﬁin(m, n) -combinations from the sum in
Eq. (3.18), the direct relation with the time silgn& lost, i.e. the beamforming no longer
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corresponds to 'weighted delay-and-sum in the #egy domain'. This may result in negative

values for the estimated source auto-powerSince negative auto-powers are not physical,
these values should be discarded when the arrajtseme quantified (Section 3.6). The

beneficial effect of diagonal removal is clearlydtrated in Figure 4-7, pg. 60.

3.5.2 Microphone weighting

In order to improve the array results, two typesspétial shading can be applied to the
microphone signals. The first weighting method Ie tfrequency-dependerdperture
correction As explained in the previous section, array mesaments in open jet wind tunnels
or in the field often suffer from coherence losgiIc® coherence loss increases with frequency
and with the distance between the microphoneshigher frequencies the signals on the
outer array microphones may have less or no coiwelavith the inner microphone signals.
As a result the outer microphones do not contribotine reconstructed source level and only
add noise to the source map (see for example ghé column in Figure 4-11, pg. 64). Since
the estimated source amplitude is normalized ussirgsteering functions fall microphone
pairs included inS, see Eq. (3.18), this will lead to an underestiomabf the source level.

To overcome these drawbacks, the effective anay @& aperturecan be reduced for
increasing frequency. This is done by discarding ¢ignals from all microphones whose
distanced, to the array center (i.e. the average of all nphane positions) is larger than the
frequency-dependent 'aperture radiRs= B/ f, where B is a constant. Thus, microphones
inside the aperture radius have weight one andopiimnes outside this radius have a weight
of zero, while the transition betweet} /R=0.8 and d,/R=1.2 is smoothed using the
Error Function. Since the main lobe width is royghioportional to(R f)_l, application of
this aperture correction leads to a more or lesstemt spatial array resolution as a function
of frequency (untilR becomes larger than the physical array dimensidtse that for the
wind turbine noise measurements (Chapters 5, 6,8nah elliptical array was used, to
correct for the oblique view angle. In these cabes(frequency-dependent) effective array
aperture should also have an elliptical shape.

The second weighting method is tHensity correction As explained above, at high
frequencies effectively only the inner part of #meay contributes to the results. In order to
maintain a low side lobe level at these high fregies, the central part of the array usually
has a higher microphone density than the outer plawever, at low frequencies this has the
unwanted effect that the inner array part is moeavily weighted than the outer part,
resulting in a lower array resolution. To preverstweight factors can be applied such that
the weight per unit area is more or less constaet the surface of the array. Thus, sparsely
spaced microphones in the periphery of the arrdlyhave a higher weight than the densely
spaced microphones at the center. Obviously, twigection only depends on the array lay-
out and is not a function of frequency. The effeatsmicrophone weighting are clearly
illustrated in Figure 4-11, pg. 64.
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3.5.3 Source coherence

When multiple sources are present in a source thapheamforming method can be readily
extended to calculate the coherence between sooraesirce regions [17]. & and &, are
the estimated complex source amplitudes at sca’tiqm;sf1 and 52, as defined in Eq. (3.7),
thesource cross-powes calculated as follows:

_1__._ 9Cg,
A,=-ag,=—1"22_ (3.19)
© 2 [ARTA

The source cross-power provides the phase differbatween the two sources. Moreover, the
coherencéetween the two sources can be calculated asvigllo

_[a=[ AL Jecof

— _ |a=
CHi.= 2 . a _
“T el AA T (gca)(gCq)

(3.20)

Note that calculation of source coherence is ondammgful when theveragecross-power
matrix is used: without averaging the source caimds equal to one by definition. Using
Eq. (3.20), so-calledoherence mapsan be produced, showing the coherence of all scan
positions with respect to one reference sourceipasin this way mirror sources, which may
occur for example in closed wind tunnel sectioas, loe identified (Figure 3-8).

mirror source

7 N
RS )
- real source .
-~

tunnel wall

Figure 3-8: Left: test set-up with calibration source in closed wind tunnel. Middle: source map
with real source and mirror source. The horizontal black line indicates the height of the tunnel
ceiling. Right: coherence map with respect to the real source position, indicating the coherent
mirror source and side lobes.

Furthermore, spurious side lobes can be distingdiglom real secondary sources, because
side lobes are coherent with their main lobe. Tééture can be used to eliminate side lobes
from source maps [18]. Finally, in the case of igflgtextended sources, such as trailing edge
noise, the spatial coherence length can be estimatgch is important for the quantification
of array results. Analogous to Section 3.5.1, th&ce coherence method can be generalized
to exclude certain elements from the cross-powdrixge.g. the main diagonal). However,
this can lead to unphysical source coherence vdigesegative or larger than one), because
the direct relation with the time signals is lost.
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3.6 Quantification of array results

In general we are not only interested in the solacations but also in theitevels For well-
resolved monopole sources the source level simptyesponds to the peak level in the
acoustic source map. However, in practice thisatitm seldom occurs. Firstly, the main
lobes from different sources may overlap or thec®may be spatially extended (e.g. trailing
edge noise). As a consequence, the peak leveie isaurce map depend on the extent of the
source and on the (frequency-dependent) resolutiche array. Secondly, as explained in
Section 3.5.1, the array signals may suffer frorhecence loss, which typically results in
broader main lobes with a reduced level. Thirdhe tevels in the source map may be
influenced by side lobes from other sources.

To overcome these complicationgy@wver integration methofl9,20] can be used. This
technique sums the source powers in (part of) tbasored source map, and corrects the
result with a scaling factor obtained by performangimulation for a monopole source at the
center of the integration region:

H
_ P.
I:’exp = hz—l Ah,expx H im ' (3.21)
- hZ;LAh,sim

In this equation, R,,, is the integrated source poweFy, is the source power of the
simulated sourceH is the number of scan positions, ay,,,, and A, g, are the
experimental and simulated beamforming results. ile¢hod is schematically explained in
Figure 3-9. An integration contour is defined amuhe distributed source in the measured
source map, and the integrated level is correcsiagua (frequency-dependent) calibration

function which is determined from a monopole siriola
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Figure 3-9: Source power integration method.

The integration technique has been applied to séweind tunnel test cases and yields
accurate source levels, even in the presence arenbe loss, provided that the complete
cross-power matrix is used (Figure 3-10).
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Figure 3-10: Validation of the power integration method (without Diagonal Removal) using a
calibration source in the DNW-LLF open jet, at a wind speed of 50 m/s. While the peak levels
in the acoustic source plot are much too low due to coherence loss, the integrated levels
show good agreement with the single-microphone level.

In case of diagonal removal (Section 3.5.1) thehwdtbecomes unstable due to the
contribution of unphysical negative 'source powe%‘ to the integrated level. This can be
prevented by excluding all negative source powdimases from the summations in
Eg. (3.21). A more general method is to excludepalliver estimates which are more than
Z dB below the peak level in the source map, whérés typically 10 or 12 dB. In this way
accurate source levels can be retrieved also makdiagonal removal (Figure 3-11).
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Figure 3-11: Application of the power integration method (with Diagonal Removal) to a
calibration source in the DNW-LST closed test section. The good agreement between the
integrated levels at the different wind speeds suggests that coherence loss is not important.

However, even with the use of a threshdld the absolute integrated levels can become too
low when diagonal removal is applied in the presemfccoherence loss (Figure 3-12). In such
cases the integration technique can still be veeful for quantifying sound levelifferences
between different source regions or model confifjoma. The accuracy of absolute and
relative integrated airframe noise levels is inigaged in detail in Chapter 4.

There are a number of considerations with regarthé choice of the integration area.
Firstly, the integration method is only valid ifethvariation in array resolution over the
integration region is small, because the scalingofain Eq. (3.21) is determined using a
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single monopole source at the center of the integraontour. Variations in array resolution
can be accounted for by using multiple referencercges or multiple smaller integration
regions. Another argument for a small integratiegion is that it suppresses large
contributions from side lobes and/or the noiserfioathe source map. On the other hand, the
integration region should contain the complete sewmnd should be large enough to capture
main lobe broadening due to coherence loss. Wharces are quantified using multiple
adjacent integration regions, each region shoulthfgee enough to avoid 'double counting'.
Furthermore, the source(s) should preferably bsecto the center of the integration region,
so that the number of contributing sidelobes isilainto that for the simulated reference
source. Sometimes the source of interest cannatob®letely included in the integration
region due to the presence of extraneous souroegxaimple model-endplate sources in
trailing edge noise measurements (Chapter 7). ¢h sases a smaller integration region can
be used in combination with a dedicated integrati@thod which incorporates the shape of
the source.
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Figure 3-12: Application of the power integration method (with Diagonal Removal) to a
calibration source in the DNW-LLF open jet, at several wind speeds. The combination of
Diagonal Removal with coherence loss leads to significantly reduced integrated levels at
higher wind speeds.

For extended sources, the integration method shioulgrinciple also account for source
coherence [17]. The coherence length of a soursebeaestimated on the basis of the array
results, using the method described in Sectior83However, usually the coherence length is
much smaller than the main lobe width, so thats&ribution of uncorrelated monopoles can
be assumed, which means that Eq. (3.21) can bgldtvewardly applied. When a source is
close to a reflecting wall (e.g. in a closed windrtel section), the integrated source level will
be disturbed by the nearby mirror source, whictoiserent with the original source [21]. An
example of a mirror source was shown in Figure B<8ng special processing techniques the
influence of these mirror sources can be suppredsdedever, when the source is not too
close to the wall, as is usually the case in a wimahel, such corrections are not necessary.

3.7 Moving sources

When a sound source moves with respect to the pliome array (for example a flying
aircraft or rotating wind turbine blades), applioatof a stationary scan plane results in a
time-averaged, spread-out source map. This igrdlted in Figure 5-1 (pg. 75), which shows
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the average sound source distribution in the nolame of a wind turbine. These maps provide
very useful information, for example that practigalll noise is produced by the outer part of
the blades during their downward movement. Howeiteis impossible to distinguish the
sound from the three individual blades. In ordeolbtain a clearer picture of the sources, we
would therefore like to applgnovingscan planes, which are 'attached' to the rotdtiades.

In this way the individual blade sources can beated and quantified, using the same
measurement data (see Figure 5-10, pg. 85). Hawishachieved will be described in the
following.

For moving sources the acoustic transfer functiepetids on time, and the measured
pressure signals are affected by the Doppler freguehift. Thus, to retrieve the correct,
dedopplerized source signal, beamforming must beeda the time domain. While for
stationary sources the fixed steering function banapplied to theaverage cross-power
matrix, for moving sourcesachindividual sample must receive a time shift andpltude
correction which depends on the source position Geed) at emission time. This makes
time-domain beamforming much more time-consumirggn thiequency-domain beamforming.

In order to determine the transfer function betwélee source signab(t) and the

pressure fieldp, we have to consider the wave equation for a ngpuilonopole source in a

uniform flow U :

C%(%m unj p-02p=o()3(%=&(1). (3.22)

This equation is the time-domain equivalent of E09), except that the source positiénis
now a function of time. The transfer functign/ o for Eq. (3.22) can be found by combining
the two cases depicted in Figure 3-5, as showrigioré 3-13.

Qo

v-u r' = cAt

BN <

\1

xi

] -7

- ? )
X 1. -z
G UAt

1
1
1
1
1
1
1
1
1
1
1
1
1
1

Figure 3-13: Moving sound source in uniform flow.

Without flow, the sound emitted from source positiB’ would arrive atX' in At seconds,
but due to convection by the subsonic flbiv the sound arrives at microphone positirin

the same time period. In the mean time the souasetfavelled to position,f. Therefore,

r' =cAt, the distance the sound travels with respecteartbdium, is the proper distance for
calculating amplitude reduction. Furthermore, tpeesl of the source with respect to the
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medium, which determines the amplification factsmow\7 —U, whereV is the subsonic
source velocityat emission timéi.e. at positionf’). Thus, from Eqg. (3.10) it follows that

o(t)
4y’ (1—%”0 —\7” cos9)
_ a(t)

B 4ﬂ{cAt+%(U -V)ifx- UAt—?’)}

Note that this equation implicitly assumes a Dopgiector of (1—Mtot 00&9), with
M ot =HU —\7H/c, while in reality this factor may have to be raige a higher exponent,
depending on the nature of the source. The emigsimndelay/At can be determined from

p(X, t+At) =

(3.23)

the relation
' =cat=|x-Uat-&, (3.24)

which follows directly from Figure 3-13. As long d&se source moves subsonically, the
solution to this equation is unique, and is founthé:

A=t (—M qu—g)+\/(|\7| EQX—E’))2+,82“$(—E’H2J. (3.25)

Note that this equation is identical to Eq. (3.fd¥)a stationary source in a flow, except that
5 is replaced bf’, since the source is now moving in the flow. Friam (3.23) it follows
that the transfer function, which relates the sewmplitude to the pressure field, is given by:

p(% t+At) 1

o(t) _4;T{cAt+%(U—\7)[Q$(— UAt—f’)} .

By using this transfer function as steering functize can estimate the strength of a moving

F(x,& V)= (3.26)

sound source from the measured microphone sigpald-or a given, moving scan point with
position & and velocity\7 atemissiontime t, the reconstructed source amplitudét) can
be found using delay-and-sum beamforming:

e p,(t+At) _ 1 &
o) = ZF(Xng V) NZ{ (3.27)

where At is found by evaluating Eq. (3.25) fot = X,. Note that Eq. (3.27) reduces to
Eqg. (3.3) ifU andV are zero. By choosing a series of equally spaogdsion timed, the
dedopplerized source signal is obtained. Note that times (t+At,) at which the
microphone signals should be evaluated generallynatocoincide with the measurement
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times WAL, (with w an integer and\t, the sample interval, see Appendix). Thus, in otder
obtain the microphone pressure at the desired tirtles measured signals are linearly
interpolated. For equally spaced emission titeéke evaluation timegt +At_) at a certain
microphone willnot be equally spaced if the source is moving. Thi dmnsequences for the
required sample frequency and low-pass filter.

The dedopplerized source spectrum can be obthynegplying the Fourier transform to
the reconstructed source sigr@(t), resulting in the frequency-dependent source dotgi
a(o). However, sinceo(t) is the sum of the time-shifted and amplitude-agjgis
microphone signal#, (t), as defined in Eq. (3.27), any incoherent noistaénmeasurements
will also contribute to the reconstructed sourcelitode @ . To remove this incoherent noise
from the array result, we can apply a method whgchnalogous to the diagonal removal
technique described in Section 3.5.1. First, weenthie reconstructed source amplitude as:

2.3.(7,). (3.28)

Then the estimated source auto-power can be cadcude:

N 2

>.3a(a,)

n=1

1
2N?

~_1 2 IR o P
A=Zla0) = 2 2a(@)E0@). (329

By removing then=m terms from the double sum, and replaciNg by (N?-N), we
obtain the equivalent of diagonal removal. As nmmed before, the exclusion of certain
(m, n) -combinations may result in unphysical negativeigalfor the estimated source auto-
powers, which should be discarded. Using the frequelomain expression from Eq. (3.29),
the other special techniques described in prevdegtons, such as microphone weighting and
power integration, can be readily applied to mowsogrces.

References

[1] M.J. Fisher, M. Harper Bourne, Source locationjet flows, Aeronautical Research Council
Report ARC 35/383/N910, 1974.

[2] J. Billingsley, R. Kinns, The acoustic telesepglournal of Sound and Vibration, Vol. 48 (4),
1976.

[3] F.R. Grosche, H. Stiewitt, B. Binder, Acoustigind tunnel measurements with a highly
directional microphone, AIAA Journal Vol. 15 (11977.

[4] R.H. Schlinker, Airfoil trailing edge noise maaements with a directional microphone, AIAA
paper 77-1269, 1977.

[5] J.R. Underbrink, R.P. Dougherty, Array desigm hon-intrusive measurement of noise sources,
Noise-Con 96, Seattle, 1996.

[6] M. Mosher, Phased arrays for aeroacousticrigsti Theoretical development, AIAA paper 96-
1713, 1996.

[7]1 J.F. Piet, G. Elias, Airframe noise source lazdion using a microphone array, AIAA paper 97-
1643, 1997.



50 Chapter 3

[8] P. Sijtsma, H. Holthusen, Source location byag#d array measurements in closed wind tunnel
test sections, AIAA paper 99-1814, 1999.

[9] U. Michel, B. Barsikow, J. Helbig, M. Hellmig\l. Schittpelz, Flyover noise measurements on
landing aircraft with a microphone array, AIAA pa$8-2336, 1998.

[10] T.C. van den Dool, M.M. Boone, Microphone Tayr technology for moving noise source
measurements, Internoise, Nice, France, 2000.

[11] T.F. Brooks, W.M. Humphreys, A deconvolutioppaoach for the mapping of acoustic sources
(DAMAS) determined from phased microphone arrayigApaper 2004-2954, 2004.

[12] P. Sijtsma, Experimental techniques for idigcdation and characterisation of noise sources, Von
Karman Institute Lecture Notes, 2004.

[13] D.H. Johnson and D. E. Dudgeon, Array Signaicessing, Prentice Hall, 1993.

[14] T.J. Mueller (Ed.), Aeroacoustic MeasuremeBigringer, 2002.

[15] R.K. Amiet, Refraction of sound by a sheardgylournal of Sound and Vibration 58, Vol. 4, pp.
467-482, 1978.

[16] J.B.H.M. Schulten, Computation of aircraft s@ipropagation through the atmospheric boundary
layer, Proceedings of the 5th International Corgy@s Sound and Vibration, Adelaide, Australia,
1997.

[17] S. Oerlemans and P. Sijtsma, Determination Adsolute Levels From Phased Array
Measurements Using Spatial Source Coherence, Aldgep2002-2464, 2002.

[18] P. Sijtsma, CLEAN Based on Spatial Source Cehee, AIAA paper 2007-3436, 2007.

[19] T.F. Brooks and W.M. Humphreys, Effect of ditienal array size on the measurement of
airframe noise components, AIAA paper 99-1958, 1999

[20] S. Oerlemans and P. Sijtsma, Acoustic ArrayaMeements of a 1:10.6 Scaled Airbus A340
Model, AIAA paper 2004-2924, 2004.

[21] P. Sijtsma, H.H. Holthusen, Corrections fornoi sources in phased array processing techniques,
AIAA paper 2002-2462, 2002.



51

Chapter 4

Quantification of airframe noise using microphone arrays
in open and closed wind tunnels

Published as: S. Oerlemans, L. Broersma, and Rsr3d, Quantification of airframe noise
using microphone arrays in open and closed windnéls) International Journal of
Aeroacoustics Vol. 6, Nr. 4, 2007 (reprinted withrpission).

Abstract

The reliability of the phased array technique faeuwtifying airframe noise was assessed in
the DNW-LLF open and closed wind tunnel sectionsodstic measurements were performed
on wing noise from a 1:10.6 scaled Airbus A340 nhodsing a 4-m diameter out-of-flow
microphone array in the open jet and a 1-m diametdt array in the closed test section.
Apart from the differences in array resolution, sueirce characteristics are generally similar
for both test sections. The open jet results sHmat, lalthough the absolute integrated array
level can be too low due to e.g. coherence lossralative sound levels determined with the
array (i.e. differences between configurations) aceurate within 0.5 dB. The difference
between the absolute array levels in the closddseesion and the far field levels in the open
jet is smaller than 3 dB for all frequencies. Thlative array levels in the closed test section
agree with the open jet within 1 dB, provided thz flow conditions - and therefore the
noise source characteristics - are similar.
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Nomenclature

A Reconstructed source auto-power
AAAP Average Array Auto-Powers (open jet)
B Array size parameter=B/f (with fin kHz)
C Cross-Spectral Matrix

CTS Closed Test Section

DNW-LLF German-Dutch Wind Tunnels - Large Low-spdeatility

DR Diagonal Removal

f Frequency

g Steering vector

h Scan grid index

H Number of scan locations

L Length scale foStnormalization
m Microphone index

n Microphone index

N Number of microphones

oJ Open Jet

p Complex pressure amplitude
Pexp Integrated source power

Psim Simulated source power

Pl Power Integration

QCMB Quarter-Circle Microphone Boom
r Array radius

SNR Signal-To-Noise ratio

SPL Sound Pressure Level

St Strouhal number

U Wind speed

X Speed exponent for wing noise
o Aircraft angle of attack

O Flap angle

6 Array opening angle

41  Introduction

Phased microphone arrays have become an impodahint aeroacoustic testing for their
ability to localize and quantify different noiseusoes. Arrays are used in wind tunnels and in
the field, and can be applied to stationary and ingowbjects. However, while source
location has become a standard techniqueqtiamtificationof array results is still far from
straightforward. For incoherent, separate monopsteirces the absolute sound level
corresponds to the peak level in the acoustic goomap. However, in practice this situation
seldom occurs. First, aeroacoustic noise soureeoften spatially extended (e.g. slat noise,
trailing edge noise). As a consequence, the pealslén the source map depend on the extent
and coherence of the source region and on theu@rery-dependent) resolution of the array.
Second, the levels may be influenced by coherezgsletween the microphones. Coherence
loss can occur when sound is scattered by turbeléag. in the shear layer of an open jet
wind tunnel), and typically results in broader Isheith a reduced level in the source map.
The effects of coherence loss increase with freqgenind speed, and the distance between
the array microphones. Apart from scattering bypulence, coherence loss may also occur
when the noise source does not radiate coherendif directions. This effect increases with
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the opening angle of the array. Finally, the leviglsthe acoustic source map may be
influenced by side lobes from other sources.

To overcome these complications, Dougherty and Miogl] employed a method for the
quantification of array results. They defined aregnation area around the source region and
calculated a frequency-dependent array calibrdtiontion, assuming a source distribution of
uncorrelated monopoles. Brooksal [2] extended this method, and applied it to satiohs
of a line source and to measurements of a calibsmiorce and flap side-edge noise. It was
found that absolute spectra of different sourcesdcwvell be recovered from the phased array
results, and that coherence loss did not reduceqttadity of the results significantly.
However, the results were less reliable when thegnmation method was applied in
combination with diagonal removal (DR). Diagonaineval [1] involves the removal of the
main diagonal (i.e. the auto-powers) from the cigmactral matrix, and is often inevitable in
situations with low signal-to-noise ratio (e.g.lased wind tunnel). An alternative method for
reducing extraneous noise sources may involve idenealue decomposition of the cross-
spectral matrix, and removing the eigenvector(sjesponding to unwanted noise.[3]

An integration method similar to that of Broaodtsal.[2] was used by Soderma al [4]
to determine the relative importance of differeiframe noise sources in a closed wind
tunnel. However, the reliability of the absolutelaelative sound levels was not investigated,
probably because single-microphone levels of thik-waunted array were contaminated by
flow noise. Blacodoret al [5] applied a quantification method to airframg@ise in an open
jet wind tunnel, and found good agreement of ovVenaflegrated levels with single-
microphone spectra. However, their results may Heeen limited to low frequencies, where
coherence loss effects are small. Furthermore, owwce maps were shown for higher
frequencies, where a high noise floor may havdiaadily increased the quantified array
levels since no DR was applied [11].

Sijtsmaet al. [6] extended the integration method to moving sosadrces, and found
that absolute levels can be accurately determineenvwauto-correlations (the time-domain
equivalent of auto-powers) are included in the Heaming process. When auto-correlations
were discarded, the integrated levels were too Ipresumably due to suppression of
secondary sources. Alternative array quantificati@thods, for linear noise sources such as
trailing edge noise and slat noise, were preseiteff-10]. Acoustic source maps were
translated to absolute source levels using an aredipration function determined from
simulations of an uncorrelated line source. In [@6pd agreement between integrated array
levels and single-microphone values was found lierftequency range where trailing edge
noise was dominant (up to about 4 kHz). A drawbaickhese methods is that they are only
suitable for line sources.

Oerlemanset al. [11] performed acoustic array measurements on wioige from a
1:10.6 scaled Airbus A340 model in the open andedaest sections of the DNW-LLF wind
tunnel. They used a modified version of the intigramethod from [2], which in case of DR
discards negative 'source powers' in both the sitedland measured source plots. It was
shown that in both test sections DR should be egpio obtain meaningful local source
spectra, because without DR the results were oedchy uncorrelated noise in the main
diagonal of the cross-spectral matrix. For the omgnthe absolute integrated levels were
found to be too low due to coherence loss, buttivelalevels (differences between
configurations) could be determined accuratelyh@ligh the effective array size was reduced
with increasing frequency to reduce coherence &ffscts, the dependence of integrated
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levels on array size was not systematically inges&d. In the closed test section coherence
loss effects seemed to be small, but the religtdlitabsolute and relative levels could not be
assessed because of flow noise on the wall-mouwteg microphones. The array results for
both test sections were not compared to each b#weause of changes to the model and wing
devices

It is worth noting that in the last years new daaduation methods have been developed
to increase the spatial resolution of phased miwop arrays [12-17]. Although these
methods in principle account for resolution andediobe effects, the calculated levels will
still be affected by coherence loss. So even if éml reliable algorithms are found, it is
important to understand the different parametdtaencing the reconstructed source levels.

The objective of the present study is to asseseettability of absolute and relative array
levels for open and closed wind tunnel sectionsoustic array measurements were
performed on wing noise from a 1:10.6 scaled AirBB40 model in the open and closed test
sections of the DNW-LLF wind tunnel. The purposetiése tests was to determine the
acoustic effect of several wing devices that wererided to enhance the aerodynamic
performance of the wing. The acoustic tests weneedasing a 4-m diameter out-of-flow
microphone array in the open jet and a 1-m diametdirarray in the closed test section. The
open jet results were used to systematically inyats the effect of DR and array size on the
integrated sound levels. Moreover, since the samma#i model was used in both test
sections, the combined data base provided a umigpertunity to compare the array results
for the open jet and closed test section quantéhti Although in the end the array technique
is intended for localization and quantification different noise sources, in this study the
integration method will be applied only to the cdete model (or wing), in order to allow
comparison to far field microphone levels.

The structure of this article is as follows. Incen 4.2 the test set-up is described,
followed by the data acquisition and processing@duores in Section 4.3. In Section 4.4 the
integrated array spectra for both test sections amsessed in terms of absolute levels.
Section 4.5 discusses the accuracy of relative csolavels, i.e. differences between
configurations. The conclusions of this study anasarized in Section 4.6.

4.2 Testset-up
The test campaigns in the open and closed tesiosecbf the DNW-LLF were both
performed using the 8x6 munnel nozzle (Figure 4-1 and Figure 4-2). The esalrl0.6
scaled Airbus A340 model was used for both testpeagms. It had through-flow engine
nacelles, winglets, and a vertical tail plane, maithorizontal tail plane and no landing gears.
The wing span was 5.5 m and the length of the madsl5.9 m. The only model difference
between the two test campaigns was related toripgirtg of the slats. During the closed
section tests (November 2003), where generally nppihg was applied, sometimes a
narrowband tone occurred at the outer slat. Thie twas considered to be due to the low
Reynolds number and therefore not representativthéoreal aircraft. By tripping the slat the
tone could be removed without affecting the aeradyic performance of the wing or the
broadband wing noise levels. Therefore in the sybset open jet tests (January 2004) all
slats were tripped.

The model was tested in take-off, landing, andra@g@gh configuration, and, as a
background noise reference, also in the cleanig&juconfiguration. Measurements were
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done at wind speeds of 50, 60, and 70 m/s and suoglattack of about 3°, 5°, and 7°. The
geometrical angles of attack were slightly loweithe closed section and slightly higher in
the open jet, in order to compensate for the opeaffect and obtain the same lift. The model
was tested in the baseline configuration and vetlesal wing devices.

Figure 4-1: Test set-up in DNW open jet, with out-of-flow microphone array (in red) and far
field quarter-circle microphone boom.

Figure 4-2: Test set-up in DNW closed test section, with wall arrays on the tunnel floor.

Acoustic measurements were done using a 4-m diametef-flow microphone array in the

open jet and a 1-m diameter wall array in the dosst section (Figure 4-3). The open jet
array consisted of 140 LinearX M51 %:-inch micrope®mounted in an acoustically open
metal grid and was positioned below the left wirfgttte model, at a vertical distance of
7.6 m. The closed section array consisted of 188d1iX M51 microphones flush-mounted in
a plate on top of the tunnel floor (plate thicknes$ew centimetres), and was positioned
below the right wing of the model, at a verticastdhce of 3 m. Note that although three
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arrays were used in the closed section (to invasidirectivity effects), in the present study
only the central array is considered. Due to thHfedint array diameters and distances, the

(maximum) opening angle wak ;=29° for the open jet array arftdrs=19° for the closed

section array (Figure 4-4).

Y (m)

open jet

X (m)

Figure 4-3: Top view of array positions for closed test section and open jet.
In order to measure the far field directivity okthircraft noise, a quarter-circle microphone
boom (QCMB) with a radius of 7.3 m was used indpen jet, which could be traversed in
flow direction (Figure 4-1). Although these farlfialata are not analyzed in detail here, they

will be used as a reference for the out-of-flovagrevels.

Figure 4-4: Front view of array positions for closed test section and open jet
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4.3 Data acquisition and processing
In both test campaigns data were acquired using/tRER multi-channel data-acquisition
system [18]. In the open jet the microphone sigmadse measured at a sample frequency of
102.4 kHz and a measurement time of 30 s. The Hcaleta were processed using an FFT
block size of 2048 with a Hanning window and anrtage of 50%, yielding 3000 averages
and a narrowband frequency resolution of 50 HztHe closed test section the sample
frequency was 122.88 kHz and the measurement ting, Zeading to 1200 averages and a
narrowband frequency resolution of 30 Hz (bloclest96). High-pass filters were used to
suppress high-amplitude pressure fluctuations fiteenwind tunnel (at low frequencies), and
thus to extend the dynamic range of the AD convdddow pressure amplitudes (at high
frequencies). These"2order filters [18] reduced the pressure amplituftesfrequencies
below 500 Hz (open jet) and 6 kHz (closed sectidihg levels presented here are corrected
for the filter response. Prior to the measuremesitsarray microphones were calibrated at
1 kHz using a pistonphone. The frequency respofgkeoindividual open jet microphones
was taken from calibration sheets provided by tleufacturer. The frequency-response of
the individual closed section microphones (insthlia the wall array) was taken from
calibration measurements in an anechoic chambetofofrequencies this amounted to the 6
dB correction for pressure doubling, but above % kke corrections deviated significantly
from 6 dB (depending on frequency), probably duedgtails of the installation. No
corrections were applied for microphone directiviince these effects are considered to be
small for the angles under consideration here. €mmatching of the microphones was
checked prior to the tests using a cross-correlaiwlysis with a calibration source at known
positions.

The array data were processed using conventioramfoseming [19] to obtain the
reconstructed source auto-powaren a grid of scan locations in the plane of theleho

N N

> >.9.Cnd,

A=EL el (4.1)
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m=1 n=1

In this equation,g is the steering vector for a given scan locatiomand n are microphone
indices,” indicates the complex conjugate, aBdis the cross-spectral matrix containing the
cross-powers between all pairs of microphonesdéah narrowband frequency):

Con(T) =% P ) B T). (4.2)

From the reconstructed source auto-powers, acosaticce maps in 1/3-octave bands were
produced. The influence of uncorrelated noise waspiessed by discarding the main
diagonal in the cross-spectral matrix (diagonaloeah [1]), which corresponds to removing
all m= n terms from the double summations in Equation (4fljhe closed test section DR
was also applied to remove pressure fluctuatioos fthe turbulent wall boundary layer. It
should be noted that DR only removes the uncogélgtart of the boundary layer noise.
However, for the frequencies of interest the catreh lengths of the turbulent boundary
layer noise are much smaller than the spacing legtilege microphones. The remaining wind
tunnel noise was removed by subtracting the integrackground noise spectrum from the
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integrated wing noise spectrum (see Section 4.7 .effect of sound refraction by the open
jet shear layer was corrected using a simplifiedigdmrmethod [20]. The scan grid, with a
mesh size of 3 cm in the open jet and 2.5 cm irctbged section, was placed in the plane of
the wings and rotated in accordance with the aofyédtack. In order to reduce coherence loss
effects and to increase the array resolution, apatiading was applied to the microphone
signals in the open jet. The first shading accalifiee the variation of microphone density
over the surface of the array. The second shadidgced the effective array radiudor
increasing frequency according iteB/f, with frequencyf in kHz andB a measure for the
frequency-dependent array size. For the opengtdralard value d=6 m-kHz was used. No
shading was applied to the closed section microplaignals, because array processing with
variable effective array size indicated that coheeeloss effects were small in this test
section [11,21].

The source maps were further processed using arpotegration method similar to the
method described in [1], which is called the 'sifiged method' in [2]. This technique sums
the source powers in (part of) the measured sauege and corrects the results with a scaling
factor obtained by performing a simulation for anopole source at the centre of the
integration region:

H
P
Pexp:hz_‘iphexpx%' (4.3)
B Z'Ah,sm

In this equation, R, is the integrated source poweFy, is the source power of the
simulated sourceA, are the simulated or experimental beamformingltgsand h is the
scan grid index. In order to prevent contributifneen negative 'source powers' in the case of
DR, the scan level#, that were negative or more than 12 dB below thak pevel (in the
simulated or measured source map) were set to #esbould be noted that, because the
scaling factor in Eqg. (4.3) is determined usingragle monopole source at the centre of the
scan grid, the simplified integration method isyowalid if the variation in array resolution
(or beamwidth) over the integration region is sofadir the present study this was verified by
simulations of an extended line source and by usinliple integration regions with reduced
size (see also Section 4.4.3). In order to suppressibutions from spurious side lobes, the
integration contours for the open jet and closediae were fitted around the wings (Figure
4-5). For the open jet both wings were integratedliow comparison of the integrated levels
to absolute sound levels in the far field. For thesed test section only the right wing was
integrated because of the oblique view angle toleftewing (Figure 4-4), which led to a
significantly lower resolution.

To enable a good comparison between the integaatey levels and the array auto-
powers, the 'Average Array Auto-Powers' (AAAP) weedculated. These were obtained by
averaging the auto-powers of all array microphonefg the same (frequency-dependent)
microphone weights as applied during the beamfognigee above). The AAAP were also
compared to the sound levels measured at the queartée far field microphone boom. In
order to obtain approximately the same directivityg average level of the far field positions
opposite of the array was used (Figure 4-6). Themsbels were added to the integrated array
spectra for the closed section to account for geersd wing.
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Figure 4-5: Integration contours for open jet (green) and closed test section (pink).

Finally, all far field and integrated array spectware normalized to the same reference
distance (including a correction for atmospherisaaption) to allow direct comparison of the
levels. The source maps and spectra are presentdd3ioctave bands at model scale
frequencies, without A-weighting.

Figure 4-6: The dashed rectangle indicates the far field microphone positions that were used
as a reference for the out-of-flow array levels.

4.4 Absolute sound levels

In this section the integrated array spectra asessed in terms of absolute sound levels. In
Section 4.4.1 the source maps for both test sectaye compared. In Section 4.4.2 the
absolute integrated levels are compared to the dsdewel measured by the far field
microphones in the open jet. In Section 4.4.3 ifferénces between the array spectra and far
field levels are further analyzed.
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4.4.1 Source maps

Figure 4-7 shows the source maps for the landingguaration, for the closed test section and
the open jet. The left wing source maps of the opnare mirrored to allow easier
comparison to the closed test section. For the ggtethe results with and without diagonal
removal are shown. It can be seen that DR dralstitaproves the results by eliminating the
high noise floor in the source maps. This indic#éites the main diagonal of the cross-spectral
matrix contains a significant amount of uncorredaieoise’ which is not present in the off-
diagonal terms. Since the signal-to-noise ratigaed in this frequency range (see below),
these uncorrelated signals in the main diagonahatelue to wind tunnel background noise,

but due to noise from the model which has lospitase relationship as a result of coherence
loss [11,22].

CLOSED SECTION OPEN JET DR OPEN JET NO DR

2500 Hz 2500 Hz 2500 Hz

4000 Hz 4000 Hz 4000 Hz

5000 Hz 5000 Hz

10000 Hz 10000 Hz 10000 Hz

-1 0 1

x[m] x[m]

Figure 4-7: Source maps for landing configuration at U=60 m/s and a=5° Results are shown
for the closed test section (with DR) and the open jet (with and without DR). The range of the
colour scale is always 12 dB, the maximum level is adjusted for each individual plot.
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For the closed test section only the results with &e shown, since in this case the main
diagonal was contaminated by tunnel wall boundayel fluctuations, again leading to
source maps with a high noise floor. Comparisonvéen the closed section and open jet
results shows that, although the array resolutsdifferent, the source characteristics are
quite consistent: at low frequencies the dominaigensources are located close to the inner
engine and at the trailing edge flaps, while faréasing frequency the outer slat becomes
more important. In terms of resolution the opengeiy performs better than the closed
section array at low frequencies, but worse at frighuencies. Around 4-5 kHz the resolution
is similar, because at that frequency the effeatipening angle (Figure 4-4) is approximately
the same for both arrays (note that wBtk6 m-kHz the effective radius of the open jet array
at 4 kHz is 1.5 m).

4.4.2 Integrated spectra

The source maps were quantified using the poweegration method described in
Section 4.3. Note that for the open jet both wimgse integrated, to allow comparison to
absolute sound levels in the far field (Figure 48@fore comparing the integrated levels to
the far field spectra, it is useful to look at thignal-to-noise ratio (SNR) for the different
methods (Figure 4-8).
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Figure 4-8: Signal-to-noise ratio at U=60 m/s and a=5¢, for different methods in open jet (OJ)
and closed test section (CTS): average array auto-powers (AAAP), quarter-circle microphone
boom (QCMB), and power integration (PI) with and without diagonal removal (DR).

The SNR was defined as the difference in noisel leeéveen the landing and clean (or
‘cruise’) configuration, which was used as a bamkgd noise reference. For the far field
microphones (AAAP and QCMB, see Figure 4-6), th&RShkreases from about 2 dB at low
frequencies to 12 dB at high frequencies. For titegrated open jet array spectra with DR the
SNR is generally much higher, because the arraystes on the wing noise and thus reduces
background noise from the wind tunnel. However, B isnot applied, the SNR reduces
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to the AAAP level above 2.5 kHz, due to the higlisadloor in the source maps. The SNR
for the closed test section is significantly lowban in the open jet (with DR). At low
frequencies this is due to the influence of extoaisenoise sources in the wind tunnel (e.g. the
sting), which influence the integrated wing noiseaaresult of the limited array resolution. At
high frequencies the relatively low SNR is due lte fact that the (leading edge) source
region occupies only a small part of the (full wimgtegration region. As a result of the large
integration area the low noise floor in the sour@p adds up to a significant level. Therefore,
the SNR could be improved by using a smaller irgégn area around the sources or by
increasing the spot size by reducing the effedivay size (and thus resolution).

Figure 4-9 compares the integrated spectra fordifierent methods. All spectra were
corrected for background noise (see SNR in Fige8® 4he far field spectra QCMB and
AAAP are quite consistent, except at the low fremies where the SNR is relatively low. In
order to obtain the most direct comparison, inrdraainder of this article the AAAP will be
used as a reference for the integrated array spddte integrated open jet spectra are cut off
at 16 kHz because at higher frequencies side ldbesinate the source maps, due to the
reduced array size (and thus smaller number ofapfenes). When DR is not applied in the
open jet, the integrated levels are increased duee high noise floor in the source maps
(Figure 4-7). As mentioned before, this noise flsodue to noise from the model which has
lost its phase relationship as a result of coherémes. So even though the SNR is quite high,
the integration method without DR is not suitabte fjuantification of different source
regions on the model [11]. When DR is applied,itttegrated levels are close to the AAAP at
low frequencies, but significantly lower for incetiag frequency. The spectrum for the closed
test section is relatively close to the open jetA®Aover the whole frequency range (within
3 dB). Note that the CTS spectrum starts at 1.6 kidzause at lower frequencies the
resolution is too low for reliable wing noise intatjon.
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Figure 4-9: Absolute sound levels for landing configuration at U=60 m/s and a=5° using
different methods. Same legend as in Figure 4-8.
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4.4.3 Difference between array spectra and far field levels

Several possible explanations for the differenadsveen the integrated array spectra and the
open jet Average Array Auto-Powers (AAAP) were ekaad. First, systematic errors may
occur due to simplifications used in the integnatinethod (e.g. the assumption of constant
beamwidth over the integration region). Such errarere quantified by performing
simulations for a line source at the wing leadirdgee and comparing the experimental
deviation from the open jet AAAP to the simulatesbidtion (Figure 4-10). For the closed
test section (CTS) the simulated deviation is abvayaller than 1 dB, but for the open jet a
difference of almost 6 dB occurs at 16 kHz. Addiib simulations (not shown here)
indicated that this deviation is not caused by tiegaside lobes (due to DR) that reduce the
level of adjacent sources on the leading edge.ilflessrrors due to the assumption of a
constant beamwidth were investigated by using mpleltintegration regions with reduced
size, and were also found to be small. Ratherdiffrerence turned out to be due to side lobes
which areinside the integration contour for the simulated pointiree used to calculate the
scaling factors, but areutside the integration contour in the actual measurem@&his
analysis shows that systematic errors may be pregeen significant side lobes occur, such
as in the open jet at high frequencies (these ®oould be reduced by increasing the number
of microphones or integrating less than 12 dB befmak level). However, for both test
sections these errors do not (fully) explain thpegimentally observed differences between
integrated spectra and AAAP.
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Figure 4-10: Deviation of integrated array spectra (with DR) from open jet AAAP, for
measured wing noise and for simulated line source at wing leading edge.

For the open jet, a probable cause for the redintedrated levels is coherence loss [11,22].
As mentioned in Section 4.1, coherence loss effeateease with distance between the
microphones. Therefore, the effect of varying thasize parametds was investigated for
the open jet. The source maps in Figure 4-11 shuat the resolution increases with
increasing array size. However, at high frequendekerence loss between distant
microphones results in a high noise floor. Whenathay is kept smalleBE3) the noise floor
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Figure 4-11: Open jet source maps for landing configuration at U=60 m/s and a=5¢ for
different values of array size parameter B.

is suppressed, but at high frequencies side Idiaeiste dominate the source maps due to the
small number of microphones.

These observations are reflected in Figure 4-12¢chvBhows the deviation from the
AAAP (the AAAP were calculated for each array siaéthough these showed very little
variation). For low frequencies the four lines aiite because all array microphones are used
in all cases. For intermediate frequencies, thegiatted level decreases with increasing array
size, due to coherence loss. For the highest frenge® the integrated levels for the largest
array increase due to the high noise floor. Aliinthe best compromise seems to be achieved
atB=6, which was used as the standard value.
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Figure 4-12: Deviation of integrated open jet array spectra (with DR) from AAAP, for different
values of the array size parameter B. The array size at 6.3 kHz is indicated in the figure.
Landing configuration at U=60 m/s and a=5°

Besides the distance between the microphones, entesrloss effects are also expected to
increase with wind speed, due to the higher turimddevels in the open jet shear layer. This
is confirmed in Figure 4-13, which shows that tlewidtion from the AAAP increases with
wind speed. Thus, for the open jet the differeneisvben integrated array spectra and AAAP
can be explained mainly by coherence loss, anddesar extent by systematic errors.
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Figure 4-13: Deviation of integrated open jet array spectra (with DR) from AAAP, for different
wind speeds. Landing configuration at a=5°.
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The possible presence of coherence loss in theedltsst section was investigated by
reducing the array size and comparing the intedrateay levels to those from the full array.
If coherence loss were present, the integrateddesteould increase with decreasing array
size, similar to the open jet (Figure 4-12). Howewshen the outer one, two or three
microphone rings were removed in the array proogsshe integrated spectra remained
practically the same (within 0.5 dB). Thus, similaf11], coherence loss does not seem to be
significant in the closed test section, and camxplain the (relatively small) experimentally
observed differences between integrated array igpaoctd AAAP (Figure 4-10).

Another reason for these differences could be tiuiec whereas the AAAP contain
noise contributions from both wings under differeartigles, the integrated CTS array
spectrum contains the noise from one wing onlyyfégi-4). Although 3 dB was added to the
CTS spectrum to account for the second wing, angtlateral directivity (i.e. perpendicular to
the flow direction) of the wing noise could causelifierence between the integrated CTS
spectrum and the AAAP from the open jet. This dively effect was quantified by
calculating the left and right wing spectra sepayafior the open jet test. The resulting spectra
differed less than 1 dB, indicating that the wiraise has no strong lateral directivity for the
angles considered here. From the wing noise fautprobtained from the quarter-circle
microphone boom (not shown here) it can be condubat also theolar directivity (i.e. in
the flow direction) is small in the direction oftlarrays.

Another possible explanation for the differencesMaen the CTS spectrum and the open
jet AAAP could be microphone installation effecthie free-field microphones in the open jet
array were installed in a non-reflecting, acoudiicmpen metal grid, while the CTS
microphones were flush-mounted in a wall array nfentioned in Section 4.3, the frequency-
response of the installed wall array microphones determined in an anechoic chamber,
outside the wind tunnel, and was found to devigjaificantly from the 6 dB correction for
pressure doubling at frequencies higher than 5 KHeould be that small details of the
installation slightly affect the response of theagrmicrophones. This may be checked by an
in-situ array calibration.

Finally, the difference between integrated arrasele in the CTS and the AAAP in the
open jet could be due to a difference in the flakameters. As mentioned in Section 4.2, the
geometrical angle of attack in the closed testi@eetas slightly lower than in the open jet, in
order to obtain the same lift coefficient. Howevegual lift does not necessarily mean that
the wing flow parameters are the same. Aerodynangasurements on wind turbine airfoils
in open and closed wind tunnel sections have iteitthatfor equal liftthe boundary layer
transition from laminar to turbulent occurs morestupam in the open jet than in the closed
test section [23]. Although the ratio of wing charder tunnel dimension is much smaller in
the present DNW tests, different transition or safian locations may significantly affect the
aerodynamic noise produced by the high-lift configions studied here. Such effects might
explain the differences in source characteristiesvben the open jet and the closed test
section (Figure 4-7). This issue will be furthesalissed in Section 4.5.

4.5 Relative sound levels

Whereas in the previous section the accuracy oabselutesound levels was assessed, the
present section deals with the accuracyetdtive sound levels. With relative sound levels the
noise differences between different configuratiare meant, often the most important
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quantity in aeroacoustic tests. Since the tested)wlevices only had a small effect on the
wing noise (generally below 1 dB), they were natyvsuitable for assessing relative sound
levels. Therefore, in this section wing noise diéfeces due to variation in wind speed, angle-
of-attack, and flap angle will be used to assessattturacy of the relative integrated spectra
for the open and closed test section, by compatisdime open jet AAAP.

In order to investigate the speed dependenceeoivthg noise, normalized sound levels
were plotted as a function of Strouhal numt= fL/U, where f is frequencyl is wind
speed, and. is a length scale for which here a constant vafuecm was chosen. The sound
levels were normalized aSPL-10 xlog U, where X indicates the dependence of the wing
noise on the flow speedpf ~ U*). For the AAAP, which are regarded to represeattthe
wing noise levels, the best data collapse is obthfor X =5 (Figure 4-14).
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Figure 4-14: Normalized spectra at three wind speeds (50, 60, and 70 m/s) for the AAAP and
for the integrated array spectra (with DR) in the open jet and the closed test section. Landing
configuration at a=5° The two open markers in the PI_CTS_50 spectrum indicate that a
narrowband tone was removed from the spectrum.

However, if the same scaling is applied to thegraeed array spectra for the open jet,
significant scatter occurs at hidbt. This is due to the fact that the deviation ofititegrated
array levels from the AAAP (due to coherence lassjeases with wind speed (Figure 4-13).
Thus, in the open jet one should be careful to @mintegrated array spectra for different
wind speeds, because this may lead to too low speeonents. For example, to collapse the
high frequencies of the integrated open jet speatralue of 1 should be used f&r, which
is much lower than the actual value of 5. For thtegrated array spectra in the closed test
section also a small amount of scatter occursgit &t (Figure 4-14), which may indicate
that some coherence loss occurs here as well uglthducing the array size did not increase
the integrated levels (see previous section).

Next, the effect of aircraft angle-of-attack on winoise was examined for the open jet
and the closed test section. Figure 4-15 showssdluece maps at 5 kHz, where the array
performance is similar for both test sections. Bwe lower angles of attack the source
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characteristics are quite consistent: at 3° thedhaidiing is most important, whereas at 5° the
outer wing becomes dominant. At 7° a dominant net&ce appears in the open jet close to
the outboard engine, which is not present in tlsed section. As argued in the previous
section, this difference in source characterigiagaost probably not due to directivity effects,
but due to different flow conditions caused by diiféerent geometrical angle-of-attack.

a=5°

CTS

(ON|

Figure 4-15: Effect of angle-of-attack on the source characteristics in the closed test section
and open jet (5 kHz), for the approach configuration at U=60 m/s. The maximum level of the
12 dB colour scale is the same within both rows.

The 'delta spectra’ for the three angles of ati@ek shown in Figure 4-16 for the three
different methods: the AAAP and integrated arragcsga for the open jet, and the integrated
array spectra for the closed test section. The Gpé&ctra for the highest frequencies
(> 10 kHz) were calculated using a reduced arraytsinmprove the SNR (see Section 4.4.2).
Figure 4-16 shows that the integrated array spéotrihe open jet agree to the AAAP within

0.5 dB over the whole frequency range, for bottnglea in angle-of-attack. Thus, the power
integration method is very reliable in terms ohtile noise levels.
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Figure 4-16: Effect of angle-of-attack on wing noise for the approach configuration at
U=60 m/s. Shown are the open jet AAAP and the integrated array spectra for the open jet and
the closed test section. All spectra are referenced to the respective spectrum at 5°
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Moreover, it is seen that the delta spectra from dlosed section also agree within 1 dB,
despite the small differences in source charatiesisnentioned above. This illustrates that
when the flow conditions - and therefore the nasarce characteristics - are similar, the
phased array results for the open and closed seatévery consistent.

Op=22° OF =26° oF =32°

CTS

oJ

W

Figure 4-17: Effect of flap angle on the source characteristics in the closed test section and
open jet (5 kHz) at U=60 m/s and a=3° The maximum level of the 12 dB colour scale is the
same within both rows.

Finally, Figure 4-17 shows the effect of varyifigp angle for both test sections, again in
terms of 5-kHz source maps. The source charadtsriseem to be fairly similar: for
increasing flap angle the dominant noise sourcéhatmiddle wing decreases, while the
source just outside the outboard wing increasasréngth. If we compare the open jet AAAP
to the integrated array spectra in the open jejuifei 4-18), the results are consistent within
0.5 dB, which confirms the reliability of the arrayethod to determine relative noise levels
(i.e. differences between configurations).
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Figure 4-18: Effect of flap angle on wing noise at U=60 m/s and a=3°. Shown are the open jet
AAAP and the integrated array spectra for the open jet. All spectra are referenced to the
respective spectrum at a flap angle of 22°
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However, if we compare relative spectra from therojet to those from thelosed test
section (Figure 4-19), large differences occur. Whe the CTS spectra consistently show an
increase in noise each time the flap angle is as@d, the open jet spectrum decreases when
the flap angle changes from 32° to 35°. This déffee between open and closed test section
cannot be explained by an inaccuracy in the integranethod, since the integrated array
spectra were shown to be accurate within 0.5 dBeims of relative noise levels. In the
previous section it was already mentioned thakedifices in directivity due to the different
array set-ups in both sections are also small. fgntly, different flow conditions in the open
jet and closed test section result in relativetgéedifferences in wing noise. It was checked if
this might be caused by the fact that the slat®w@oped in the open jet while they were not
tripped in the closed section (see Section 4.2)wéver, comparison of closed section
measurements with and without trips showed thatettomly removed tonal noise and did not
affect broadband noise levels significantly. Thigggests that in some cases the flow
conditions in the open jet and closed test secaiennot identical, even though the produced
lift may be the same.
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Figure 4-19: Effect of flap angle on wing noise at U=60 m/s and a=3° Shown are the
integrated array spectra for the open jet and the closed test section. All spectra are
referenced to the respective spectrum at a flap angle of 22°

4.6 Conclusions

The reliability of the phased array technique faeuwtifying airframe noise was assessed in
the DNW-LLF open and closed wind tunnel sectionsodstic measurements were performed
on wing noise from a 1:10.6 scaled Airbus A340 nhodsing a 4-m diameter out-of-flow
microphone array in the open jet and a 1-m diametdl array in the closed test section.
Since the same aircraft model was used in bothsegions, the array results for the open jet
and closed test section could be compared quawnitat The spectra measured by far field
microphones in the open jet were used as a referfenthe absolute sound level.
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In both test sections diagonal removal was appbezbtain meaningful array results. In terms
of resolution the array performance was similartfoth sections around 4-5 kHz. For lower
frequencies the open jet array performed better,higher frequencies the closed section
array. Apart from the differences in array resantithe source characteristics were generally
similar for both test sections.

The results for the open jet show that, althoughathsoluteintegrated array level can be
too low by more than 10 dB due to coherence ldgs;elative sound levels determined with
the array (i.e. differences between configuratioa® accurate within 0.5 dB. Since the
amount of coherence loss depends on wind speed,sboeld be careful to compare
integrated spectra for different wind speeds.

The difference between the absolute array levelthénclosed test section and the far
field levels in the open jet is smaller than 3 @B dll frequencies. Theelative array levels in
the closed test section agree with the open jdtinvit dB, provided that the flow conditions
- and therefore the noise source characteristace similar. In some cases larger differences
between the two test sections occur, especiallyigit-lift conditions. These differences are
most likely due to slightly different flow conditis in the open jet and closed test section,
even though the angle-of-attack is adjusted suattlie produced lift is the same.
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Chapter 5

Location and quantification of noise sources
on a wind turbine

Published as: S. Oerlemans, P. Sijtsma and B. Meéhdpez, Location and quantification of
noise sources on a wind turbine, Journal of Sound &ibration 299, 869-883, 2007
(reprinted with permission).

Abstract

Acoustic field measurements were carried out ohraetbladed wind turbine with a rotor
diameter of 58 m, in order to characterize the ena@isurces and to verify whether trailing
edge noise from the blades was dominant. To afisesffect of blade roughness, one blade
was cleaned, one blade was tripped, and one bkmdaimed untreated. A large horizontal
microphone array, positioned about one rotor diamepwind from the turbine, was used to
measure the distribution of the noise sourceseénrthor plane and on the individual blades.
The operation parameters of the turbine were recbid parallel to the acoustic tests. In total
more than 100 measurements were performed at wiadds between 6 and 10 m/s. The
array results reveal that besides a minor sourtieeatotor hub, practically all noise (emitted
to the ground) is produced during the downward mu of the blades. This strongly
asymmetric source pattern can be explained by abireeamplification and trailing edge
noise directivity. The blade noise is producedhat duter part of the blades (but not at the
very tip), and the level scales with th® power of the local flow speed. Comparison of the
noise from the individual blades shows that thgped blade is significantly noisier than the
other two. Narrowband analysis of the dedoppleribéable noise spectra indicates that
trailing edge bluntness noise is not important. iAllall, the test results convincingly show
that broadband trailing edge noise is the dominaige source for this wind turbine.
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5.1 Introduction

Wind turbine noise is one of the major hindrana@stifie widespread use of wind energy. In
order to reduce wind turbine noise the source nashes must be known. For a modern large
wind turbine, aerodynamic noise from the bladegeiserally considered to be the dominant
noise source, provided that mechanical noise igjuately treated [1]. The sources of
aerodynamic noise can be divided into low-frequenoise, inflow-turbulence noise, and
airfoil self-noise. Low-frequency noise is causettie aerodynamic interaction between the
tower and the blades, and is considered to betlaf inportance for turbines with an upwind
configuration (i.e. with the rotor upstream of thaver). Inflow-turbulence noise is caused by
the interaction of upstream atmospheric turbulenith the leading edge of the blade, and
depends on the atmospheric conditions. Airfoil-selise is the noise produced by the blade
in an undisturbed inflow, and is caused by theradion between the turbulent boundary
layer and the trailing edge of the blade. Self-aaan be tonal or broadband in character, and
may be caused by several mechanisms, such asdaotiadundary-layer-trailing-edge noise
(subsequently denoted as trailing edge noise)lingaedge bluntness noise, or blade tip
noise [1]. Both inflow-turbulence noise and airfeilf-noise can contribute to the overall
sound level of a wind turbine, but the relative ortance of the different mechanisms is not
clear yet, and may depend on the specificationtkefurbine [2].

Due to the large number of applications (e.g. wimbines, airplanes, helicopters, fans),
the characteristics of airfoil noise have been stigated extensively in both experimental and
theoretical studies [3-13]. Both inflow-turbulereed self-noise mechanisms were considered
and the dependence on parameters such as flow, speglé-of-attack, radiation direction,
and airfoil shape was characterized. These stdidigsed the basis of several semi-empirical
wind turbine noise prediction models, which werdidated by comparison to field
measurements [14-20],

Since the field results only provided the overallisd level of the turbine, the relative
importance of the different mechanisms was detezthimainly on the basis of the
predictions. In some studies inflow-turbulence aoigs regarded to be the dominant source
[11,14-16,18], while others considered trailing edwise to be dominant [17]. In another
case the turbine noise in different frequency rangas attributed to mechanical noise,
trailing edge noise, tip noise, and inflow-turbuidemoise [19]. Only in a few studies source
location measurements were performed to provideenairect information on the source
mechanisms [21-23]. These measurements were damg ars acoustic parabola or a linear
microphone array, and focused only on the horiddiéale position.

The present study concerns acoustic field measumsntbat were carried out in the
framework of the European SIROCCO project [24]. Bbgective of the project is to reduce
wind turbine noise by designing new airfoils withwl trailing edge noise emissions [25,26].
Although this concept has been successfully dematest for a model scale rotor [27],
application to a full-scale wind turbine is onlyfeative if trailing-edge noise is dominant.
Therefore, the goal of the present field tests weasharacterize the noise sources on the
baseline turbine, and to verify whether trailinggedhoise from the blades was dominant. The
measurements were performed on a three-bladed GAMESS wind turbine with a rotor
diameter of 58 m. In order to assess the effetiiade roughness due to e.g. dirt or insects,
prior to the acoustic tests one blade was cleameel blade was tripped, and one blade was
left untreated. A large horizontal microphone arrpgsitioned about one rotor diameter



Location and quantification of noise sources on a wind turbine 75

upwind from the turbine, was used to measure thigillition of the noise sources in the rotor
plane and on the individual blades.

In the present paper the array results are prebeme analyzed. The characteristics of
mechanical and aerodynamic noise sources are igatsd, and the effect of blade roughness
is examined by comparing the noise from the indigldblades. From these analyses the
importance of the different possible source medmasiis assessed. Section 5.2 describes the
test set-up and the array processing methods. ¢tioBe5.3 the results are presented and
discussed. The conclusions of this study are suimethin Section 5.4.

5.2 Experimental method

5.2.1 Testset-up

The measurements were carried out on a pitch-deedrdhree-bladed GAMESA G58 wind
turbine, which has a rotor diameter of 58 m andweet height of 53.5 m (Figure 5-1). The
turbine was located on the wind farm 'Los Monteinshorthern Spain, which has rather
constant wind conditions. In order to obtain a clédlow, a turbine on the upwind edge of
the farm was chosen. About one week before thesticolests, one blade was cleaned, one
blade was first cleaned and then tripped, and dagebremained untreated. Tripping was
done using zigzag tape of 0.4 mm thickness overctimplete radius, at 5% chord on the
suction and pressure side of the blade. The roRi Rvas about 25, which corresponds to a
tip Mach number of 0.22. The acoustic array coadisbf 148 Panasonic WM-61
microphones, mounted on a horizontal wooden platfof 15x18 M. The platform was
positioned about 58 m upwind from the turbine, i&sy in a 'view angle' of about 45°
(Figure 5-2).

Figure 5-1: Test set-up with G58 wind turbine and microphone array platform. The noise
sources in the rotor plane (averaged over several rotations) are projected on the picture.
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Dominant
wind direction

Figure 5-2: Schematic picture of test set-up: side view (left) and top view (right).

The 'misalignment angle: was the angle between the rotor axis (dependingwiod

direction) and the line from turbine to array. Asegerence, two calibrated B&K microphones
were placed on the platform as well. All microph®meere mounted flush to the surface of
the platform, with the membrane parallel to thefptan, and without windscreens. The array
had an elliptic shape (Figure 5-3) to obtain apjmaxely the same array resolution in the
horizontal and vertical direction of the rotor pdamlespite the view angle of 45°. The ellipse
was slightly tilted towards the right-hand side thie rotor plane, to obtain maximum

resolution on the side where the blades move dowshanad where maximum noise radiation
was expected. The array had a high microphone tgensihe center to ensure low side-lobe
levels at high frequencies, and a low-density opgat to obtain a good resolution at low

frequencies.
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Figure 5-3: Layout of array microphones. The rectangle indicates the platform dimensions.
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5.2.2 Data acquisition

Acoustic data from the array microphones were ssorabusly measured at a sample
frequency of 51.2 kHz and a measurement time 0$.30he acoustic data were processed
using a block size of 2048 with a Hanning windovd am overlap of 50%, yielding 1500
averages and a narrowband frequency resolutios 12 A second-order 500 Hz high-pass
filter was used to suppress high-amplitude presBuctuations at low frequencies, and thus
extend the dynamic range to low pressure ampliteddsgh frequencies. The sound levels
were corrected for the filter response and for sues doubling due to the platform. Prior to
the measurements, the sensitivity at 1 kHz wasrehéted for all array microphones using a
calibrated pistonphone. The frequency responsen@fRanasonic microphones was taken
from previous calibration measurements. No coroesti were applied for microphone
directivity, since calibration measurements showwet these effects amounted to less than
2 dB up to 20 kHz, for angles smaller than 75° wikpect to the microphone axis. Phase
matching of the microphones was checked usingilaratibn source at known positions.

In parallel to the acoustic measurements, theviafg turbine operation parameters were
acquired at a sample rate of 3 Hz: wind speed, p@neuction, turbine orientation, RPM,
blade pitch angle, and temperature. The measuned speed (at the rotor hub) was translated
to the wind speed at 10 m height using the standard profile from the IEC norm for wind
turbine noise measurements [28].

5.2.3 Test program

During the test campaign, which lasted from 8-1%édeber 2003, a total number of 110
acoustic measurements was performed. By applyi@addlfowing criteria, the 35 most stable
measurements were selected for further processing:

1) Wind speed within 15% (and within 1.5 m/s) oéeage;

2) Misalignment angle (see Figure 5-2) smaller than 12° and within 2awdrage;
3) Rotor RPM within 8% of average;

4) Blade pitch angle within 3° of average;

5) Overloads in acoustic data (e.g. due to windsgjuess than 1%.

The above averages were calculated for the 30isdpef each acoustic measurement. The
distribution of the 35 selected measurements dwerdtfferent wind speed intervals is given

in Table 5-1. It can be seen that all wind speedsveell represented. The rotor RPM

typically varied between 22 and 26.

Table 5-1: Distribution of measurements over wind speed bins.

Wind speed at 10 m (m/s) 6 7 8 9 10
No. of measurements 6 6 12 5 6

5.2.4 Phased array processing

The microphone array data were processed usingdifferent methods. With the first
method, noise sources in the rotor plane wereilmdhlusing conventional beamforming [29].
Thus, noise from the rotor hub can be separated Blade noise, and it can be seen where in
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the rotor plane the blade noise is produced (sgeFégure 5-1). The method shows the
integrated effect of the three blades, averaged tinee complete measurement time of 30 s
(i.e. several rotations). The first step of thiegassing involves the calculation of an averaged
cross-spectral density matrix which contains thessipowers of all microphone pairs in the
array. To improve the resolution and to suppresskdgraund noise (e.g. wind-induced
pressure fluctuations on the microphones), the rdeigonal of the cross-power matrix (i.e.
the auto-powers) was discarded. A frequency-depengfgatial window was applied to the
microphone signals, in order to improve the resofuiat low frequencies and to suppress
coherence loss effects at high frequencies (duprépagation of the sound through the
atmospheric boundary layer). The scan grid, withesh size of 1 m in both directions, was
placed in the rotor plane of the wind turbine, amds rotated in accordance with the
orientation of the turbine (depending on wind dii@t). The 6° angle between the rotor axis
and the horizontal plane was also accounted foe @ffiect of sound convection in the
atmospheric boundary layer was taken into accoynadsuming a constant wind speed
between the scan location and the microphones. ddristant wind speed was calculated as
the average wind speed between the rotor hub andrtiy center, using the standard wind
profile from the IEC norm for wind turbine noise aseirements [28]. The narrowband
acoustic source plots were summed to 1/3-octavddyamd the scan levels were normalized
to a constant reference distance. The noise soimrdée rotor plane were quantified using a
source power integration method [30]. By definimge dntegration contour around the whole
rotor plane and one only around the hub, noiseldefrem the hub and the blades were
determined.

The second processing method employed threerngtatan planes to localize the (de-
dopplerized) noise sources on the three individhledles [31]. This enabled a comparison of
the noise from the clean, tripped, and untreatedebl The start position of the scan planes
was determined using a trigger signal from theit@othat was recorded synchronously with
the acoustic data. The mesh size of the scan gaglb m in both directions, and the scan
plane was placed around the blade, in the rotarepl8imilar to the first processing method,
the narrowband acoustic source plots were summéd3toctave bands, and the scan levels
were normalized to a constant reference distaniceeS3he source plots of the rotor plane
indicated that practically all noise was producediy the downward movement of the
blades (Figure 5-1), and since the array resolutias highest on the right-hand side of the
rotor plane, the blades were only scanned durieg tlownward movement (for azimuthal
angles from 0° to 180°, with 0° the upper vertiokde position). The noise from the blades
was quantified using a power integration method feoving sound sources [32]. An
integration contour was defined which surroundsnbise from the blade but excludes the
noise from the rotor hub. In order to limit prodagstime, only the first two rotor revolutions
after the start of each acoustic measurement weieepsed (one at a time). Comparison of
the integrated spectra showed that the differenceverage blade noise levels between the
first and second rotation were smaller than 0.FatBall frequencies, which indicates a good
repeatability.
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5.3 Results and discussion

In this section the results of the acoustic arragasurements are presented and analyzed.
Section 5.3.1 describes the characteristics ofntiise sources in the rotor plane, while in
Section 5.3.2 the noise sources on the individotak blades are analyzed.

5.3.1 Noise sources in the rotor plane

In this section the distribution of the noise s@srin the rotor plane is examined. The noise
levels from the rotor hub and the blades are coathaand an analysis is made of convective
and directivity effects. Furthermore, the speededéeence of the blade noise levels is
investigated.

5.3.1.1 Distribution of noise sources in the rotor plane

The average source distributions in the rotor plameshown in Figure 5-4 as a function of
frequency. In order to show the general trendsetsurce distributions were averaged over
all measurements. The source plots show the inthyeffect of the three blades, averaged
over the complete measurement time of 30 s (iveraérotations). A number of observations
can be made from these plots. The most strikingi@menon is that practically all downward
radiated blade noise (as measured by the arrgypduced during the downward movement
of the blades. Since the range of the dB scale2igiB, this means that the (downward
radiated) noise produced during the upward moverseat least 12 dB less than during the
downward movement. This effect was observed forichllg all measurements and all
frequencies, and is very similar to results obtdiearlier on a model scale wind turbine,
where it was attributed to convective amplificateomd directivity of trailing edge noise [27].
In Section 5.3.1.3 a detailed analysis will be gieé this phenomenon.
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Figure 5-4: Average distribution of noise sources in the rotor plane, as a function of
frequency. The black circle indicates the trajectory of the blade tips. The range of the dB scale
is 12 dB. The dashed rectangles at 1 kHz indicate the integration contours for the
quantification of blade and hub noise.
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A second observation in Figure 5-4 is that the efiem the blades appears to dominate the
noise from the rotor hub. In section 5.3.1.2 thensblevels of both sources will be quantified
to confirm this observation. With regard to thedadaoise, it can be seen that the sources are
located at the outer part of the blades, but ntéthetvery tip. Thus, tip noise is not important
for the present turbine. The peak location of tlaeléd sources moves outward for increasing
frequency, from a radius of 21 m at 315 Hz to ausaf 26 m at 5 kHz. Assuming that
trailing edge noise is the responsible mechanibis, dan be explained by the higher flow
speeds and the smaller chord at higher radii, tieguln a thinner trailing edge boundary
layer. In Section 5.3.2.1 the source locations kélldetermined as a function of frequency for
the individual blades. Finally, the source disttibns show that blade-tower interaction
effects are not significant, although above 1 kHglight noise increase is visible at the
location of the tower.

5.3.1.2 Blade noise versus hub noise

The noise from the blades and the rotor hub wastdiga using the source power integration

method mentioned in Section 5.2.4. The integratmmours are shown in Figure 5-4 (1 kHz):

the small box was used for quantification of hulisapwhile blade noise was defined as the
difference between the integrated sound levelgterlarge and small box. The spectra in
Figure 5-5 (averaged over all measurements) cortfignobservation from the source plots,
that the blade noise is significantly higher thia@ boise from the hub.
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Figure 5-5: Average spectra of hub noise (==) and blade noise (==).

The hub noise shows a peak at 630 Hz, which isgiigldue to the gearbox. The blade noise
is broadband in nature, as would be expected &lmig edge noise. The highest A-weighted
levels occur around 800 Hz. Interestingly, the bladise spectrum seems to consist of two
broad 'humps": a low-frequency hump centered att&)@nd a high-frequency hump starting
at 2 kHz. These two humps may be caused by tragishge noise from the suction- and
pressure-side boundary layers respectively. Ttierdiice between the overall sound pressure
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levels from hub and blades was found to increask wind speed, from about 8 dB(A) at
6 m/s to about 11 dB(A) at 10 m/s. Apparently, blambise increases faster than hub noise
with increasing wind speed. In conclusion, bladés@as clearly dominant for the present
wind turbine.

5.3.1.3 Convective amplification and directivity

Apart from a small influence from the atmospheriaidary layer and the tower, the flow

conditions on the blade, and consequently the &icossurce strength, are considered to be
independent of rotor azimuth. Therefore, the strasgmmetry observed in the acoustic
source distributions (Figure 5-4) is expected to d¢mused by convective (Doppler)

amplification and directivity. Similar source patte were found for a model scale wind

turbine in a wind tunnel, where no wind speed gmatliwas present [27]. The effect of

convective amplification is illustrated by the unéince of the turbine orientation on the
acoustic source distribution: Figure 5-6 shows that location of the source region shifts

upward or downward when the right- or left-handesid the rotor plane is turned towards the
array respectively (the misalignment angtewas defined in Figure 5-2). This effect was also
observed in [27], and can be qualitatively explditg the change in the component of the
blade velocity in the direction of the array, whichsults in a change in convective

amplification.
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Figure 5-6: Shift of blade noise location due to difference in misalignment angle o .

In order to determine if convective amplificatiomdedirectivity can quantitatively explain the
strong asymmetry in the measured source distributibe expected magnitude of these
effects was calculated for the present test sefFbp.following directivity function for high-
frequency trailing edge noise was used [33]:
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_2sin’ @ /2) sitg
(1-M cos¢ ¥

(5.1)

where @ is the angle between the blade chord line andsthece-observer lineg is the
angle between the plane of the blade and the glan&ining the chord line and the observer,
& is the angle between the blade flow velocity amel source-observer line, ard is the
(undisturbed) blade Mach number. The numeratordn (B.1) describes the directivity of
high-frequency trailing edge noise. It was anaglticderived for edge noise from a semi-
infinite flat plate [6,34], but was also found te talid for finite airfoils [9], provided that the
angled is not too close to 180° and the acoustic waveleiggsmaller than the airfoil chord.
Note that this directivity factor is slightly diffent from the factor derived by Howe [4], who
used an alternative theoretical approach. In timé fior low-frequency dipole noise, where
the acoustic wavelength is much larger than thieibichord, the sin® (6/ 2) term changes
into sin®@ [5,33]. For inflow-turbulence noise radiated frothe leading edge the
@-dependence is inverted [5,11] afdshould be replaced bfgr—6) . The denominator in
Eq. (5.1) represents the convective amplificatiactdr for trailing edge noise. As mentioned
by Brooks&Burley [33], different exponent power lsivetween 1.5 and 4.5 have been found
in different theoretical approaches, while experitak validation has been very limited.
Following [33], here the"power for compact dipole sources is used [35].

For the present calculations the observer poswias taken to be the center of the
microphone array. The source was assumed to beetbeh the trailing edge of the blade at a
radius of 25 m, which is the location where we ¢glly observed blade noise (Figure 5-4). In
order to account for the convection of sound by thied, so-called 'retarded’ source
coordinates were used [33]. For the RPM and wireedypical values of 25 and 8 m/s were
used respectively. Figure 5-7 shows the calculateds/ective amplification and directivity
factors as a function of rotor azimuth (zero azimstthe upper vertical blade position).
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Figure 5-7: Calculated convective amplification (—) and directivity (—) factors for high-
frequency trailing edge noise. The black line (—) indicates the combined effect.
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It can be seen that the experimental trend is wegdkoduced: the calculation shows a
maximum at 110° azimuth and the difference betwt®n downward and upward blade
movement is 14.9 dB. These values are in good agmeewith the experimentally obtained
average values of 102° azimuth and a level difiegesf about 15 dB between the left- and
right-hand side of the rotor plane. Figure 5-7 shalwat the peaks for the convective
amplification and directivity factors roughly coide, and that directivity contributes most to
the asymmetry. For a misalignment angle of 12°cdieulated peak azimuth shifted by about
11°, in accordance with the experimental resulSigure 5-6.

Since for low frequencies the acoustic wavelengthfithe same order as the blade chord
(0.67 m at a radius of 25 m), the directivity faci@s also calculated using the low-frequency
approximation with asin’ @ dependence (Figure 5-8). However, these calculatihow a
peak azimuth of 135° and a level difference of dhy dB (including the convective effect).
Since the experimental results exhibited a peak@tri around 102° and a level difference of
about 15 dB for all frequencies (between 315 Hz dnkHz), the high-frequency
approximation in Eg. (5.1) seems to be valid fa tWhole frequency range. Furthermore, if
inflow-turbulence (leading edge) noise rather thaailing edge noise would be the
responsible mechanism for the blade noise @hdependence would be inverted and the peak
azimuth would occur during the upward movement fed blade (Figure 5-8). Thus, the
present analysis shows that only the high-frequerailing edge noise factors in Eq. (5.1)
satisfactorily explain the experimental resultsshiould be realized that the asymmetry in
source locations is purely an effect of observeation, i.e. for an observer on the rotor axis
the source pattern would be symmetrical. For offserfield) observer locations, Eq. (5.1) can
be applied to estimate convective and directivitgas.
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Figure 5-8: Calculated combined effect of convective amplification and directivity for high-
frequency trailing edge noise (—), low-frequency dipole noise (—), and inflow-turbulence
noise from the leading edge (—).
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5.3.1.4 Speed dependence of blade noise

The speed dependence of the noise levels was igatest by calculating normalized sound
levels as a function of Strouhal numb®t= fL/U, where f is frequency and_ a typical
length scale. For trailing edge noide,is usually taken to be the boundary layer thickregs
the trailing edge [5,6], although a recent studyggsts that a constant reference length should
be used [12]. Since in the present tests the rigadidge boundary layer thickness was not
measured, a constant value of 1 cm was choseh fdfror U the undisturbed flow speed as
perceived by the blade was used, defined as therveam of the wind speed and the
rotational speed (induced velocity is neglected)e Totational speed was calculated for a
radius of 25 m, which is the location where we ¢gfly observed blade noise (Figure 5-4).
The noise levels were normalized 8®L,,,, = SPL=10 )tog( ltJIade/ uef), with SPL and
SPL,,, the measured and normalized noise levels respécthd ¢ is a constant reference
speed, for which here a value of 50 m/s was choBeavariablex indicates the dependence
of the blade noise on the flow speed: the acoestargy is assumed to be proportional to the
flow speed to the power of ( p® ~U*).

The measured and normalized blade noise spectthd@5 individual measurements are
shown in Figure 5-9. The normalization was donegisi value of 5 forx, which gave the
best data collapse. This is indicative of trailedge noise, since normally is around 5 for
trailing edge noise, and around 6 for inflow tudmde noise [6,10]. It can be seen that
without normalization the scatter in data is 5-B) dven when the quietest measurement is
neglected. After normalization the scatter is diMy dB, including the quietest measurement.
The use of a frequency-dependent source radiubéotalculation ofJ did not significantly
improve the data collapse. The remaining scattéhémormalized spectra may be due to the
variation in chord and angle-of-attack along thedel radius, which leads to different trailing
edge boundary layer characteristics for differenirse positions. Furthermore, there may be
differences in turbine and weather parameters hetviiee individual measurements. It was
investigated whether the remaining scatter (afterecting for the speed effect) correlated
with the misalignment angle (Figure 5-2) or blad&lp angle, but no clear relation was
found.
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Figure 5-9: Measured (a) and normalized (b) blade noise spectra for all measurements. U is
the flow speed perceived by the blade.
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5.3.2 Noise sources on the individual blades

In this section the noise sources on the individotdr blades are analyzed. Source levels and
locations are compared for the clean, tripped, amideated blade. The presence of trailing
edge bluntness noise is examined by means of eowisand analysis. Finally, the
aerodynamic flow state on the untreated bladesesa®d on the basis of the acoustic results.

5.3.2.1 Source levels and locations for the individual blades

Noise source distributions on the three individokldes, integrated over azimuthal angles
from 0° to 180°, are shown in Figure 5-10 for thestrelevant frequency bands. The source
distributions were averaged over all measuremenghow the general trends. Note that the
signal-to-noise ratio is very good (i.e. no spusi@ources), despite the fact that only half a
revolution was used (see Section 5.2.4). These pluifirm the observations from the source
distributions in the rotor plane (Figure 5-4): thlades are noisier than the hub and the
relative importance of the hub is largest at 630 He aerodynamic noise is produced at the
outer blades and the sources move outward withe&sing frequency. In addition,
Figure 5-10 shows that the tripped blade is sigaiftly noisier than the other two. This
observation is a strong indication of trailing edygse, since earlier studies have indicated
that tripping does affect trailing edge noise, ats no influence on inflow turbulence
(leading edge) noise [10]. Although the blade sesirappear to be centered at the trailing
edge, the array resolution does not seem to beécisuff to directly distinguish between
leading edge and trailing edge noise. The soumethé tripped blade seem to be located at a
slightly higher radius than for the clean and uatied blade.
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Figure 5-10: Average distribution of noise sources on the individual blades. The black line
indicates the blade contour (leading edge on lower side). The range of the dB scale is 12 dB
and the scale is the same for the three blades. The dashed rectangle at 1 kHz indicates the
integration contours for the quantification of blade noise.

To further investigate these observations, the cgodevels and locations are given in
Figure 5-11 for the three blades. The blade nasel$ were quantified using the integration
contour indicated in Figure 5-10 (1 kHz). Figur& B clearly shows that the tripped blade is
noisier than the other two for the important loequencies, and that the tripped and untreated
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blades are slightly noisier than the clean bladegtier frequencies. The overall A-weighted
sound level for the tripped blade was 3.6 dB(A)hkigthan for the clean blade, while the
untreated blade was only 0.1 dB(A) noisier than ¢lean blade. These level differences
between the blades were practically independentirad speed. The lower peak frequency for
the tripped blade can be explained by the incre@seshdary layer thickness at the trailing
edge.
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Figure 5-11: Average noise source spectra (a) and source locations (b) for the three blades:
tripped blade, — untreated blade, — clean blade.

The source radius was defined as the radius atmthz maximum source level occurs in the
source distributions of Figure 5-10. Since the mgigke of the scan grid was 0.5 m, these
source radii are multiples of 0.5 m. Figure 331&8hows that, except for the highest
frequencies, the sources move outward with incngalsequency, and that the source radius
is largest for the tripped blade. These trendsbeannderstood from the decrease in boundary
layer thickness with increasing radius, and from thicker boundary layer for the tripped
blade. No conclusive explanation was found yet tfag decrease in source radius of the
tripped blade at high frequencies. This effect rnigd connected to noise contributions from
the pressure side of the blade or to the trip thésk (0.4 mm) being relatively large for the
outer blade parts (see also Section 5.3.2.3).

Similar to Section 5.3.1.4 (Figure 5-9), the spéegendence of the blade noise was
investigated by plotting normalized blade noisecgeas a function of Strouhal number.
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Figure 5-12: Measured (a) and normalized (b) tripped blade noise spectra for all
measurements. U is the flow speed perceived by the blade.
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Again, the levels and frequencies were normalizgédgithe flow speed at a radius of 25 m.
As an example, the measured and normalized spéwutrthe tripped blade are shown in
Figure 5-12. These plots confirm that a good datégse is obtained fox =5, which is
indicative of trailing edge noise. Similar to thesults in Section 5.3.1.4, the remaining scatter
in the normalized spectra may be due to the varidt chord and angle-of-attack along the
blade radius, or due to differences in turbine aedther parameters between the individual
measurements.

5.3.2.2 Trailing edge bluntness noise

When the trailing edge thickness of an airfoilasger than about 20% of the boundary layer
displacement thickness, trailing edge bluntnessenaian occur [5,6,12]. Trailing edge
bluntness noise is caused by periodic vortex simgg@dind typically results in spectral peaks
or humps, the frequency of which depends on floeeslpand trailing edge (boundary layer)
thickness. Bluntness noise has also been obsemvediral turbines [14]. Since the blade
noise spectra presented here (Figure 5-12) wefd3toctave bands and summed over the
whole blade radius (except the hub), possible blesg tones could be obscured. Therefore,
narrowband source spectra were produced for indiidadial sections, by energetically
summing the chordwise scan levels in the acoustizce plots (Figure 5-10) for a given
radius. Figure 5-13 shows an example of these Iradiarce spectra for one measurement.
Since the spectra are dedopplerized (see Sectitoh) 5possible bluntness tone should have
been clearly visible. However, it can be seen tmy small fluctuations occur, and that no
narrowband tones are identified. For the other omemsents no narrowband tones were
observed either, for any of the blades. Therefdrean be concluded that trailing edge
bluntness noise is not important for the presentine.
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Figure 5-13: Example of narrowband spectra for individual radial sections of the clean blade,
illustrating absence of trailing edge bluntness noise: — r=21 m, r=23 m, — r=25 m,
—r=27 m.
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5.3.2.3 Aerodynamic flow state on the rotor blades

The acoustic results can also provide informatiboud the aerodynamic flow state on the
blades, which is important input for the designa-noise airfoils [25]. Depending on the
amount of contamination, a turbine blade may bederamically clean (natural boundary
layer transition from laminar to turbulent) or réufpremature transition close to the leading
edge). Since the flow conditions vary with bladeiwa, the flow state may also depend on the
position on the blade. Prior to the present acoussts, it was expected that the untreated
blade, which is representative for a turbine blddeng normal operation, would be rough.
However, the similarity between the noise levels tbhé clean and untreated blade
(Figure 5-11) suggests that the untreated blade agasdynamically clean. An alternative
explanation for this similarity could be that bokte 'clean’ and 'untreated' blades were in fact
rough, because there was about one week betweeretiing of the blade and the acoustic
measurements. In this case the higher levels otrthped blade could be explained by the
relatively large trip thickness (0.4 mm), which midnave caused overtripping.

To get more insight in these two possibilities, #imensional acoustic wind tunnel tests
were performed of the trailing edge noise from @&MESA airfoil, for clean and tripped
conditions [26]. These measurements showed thatahimg edge noise levels for a 0.4 mm
zigzag trip (as in the field measurements) werectprally identical to those for a two-
dimensional turbulator strip with a thickness of®.mm. This indicates that in the wind
tunnel the zigzag tape did not cause overtrippMgreover, the tripped airfoil exhibited a
noise increase at low frequencies with respedtecctean airfoil, similar to the noise increase
observed in the present field tests (Figure 5-Thj)s is a strong indication that the untreated
blade was aerodynamically clean during the fietdsieat least for the acoustically important
frequencies. The small difference between the clahuntreated blade at high frequencies
may be caused by some roughness close to the tiiye afntreated blade, where the boundary
layer is more easily tripped and where high fregieshare produced.

5.4 Conclusions
Acoustic field measurements were carried out ohraetbladed wind turbine with a rotor
diameter of 58 m, in order to characterize the en@isurces and to verify whether trailing
edge noise from the blades was dominant. To afisessffect of blade roughness, one blade
was cleaned, one blade was tripped, and one bkdaimed untreated. A large horizontal
microphone array, positioned about one rotor diamepwind from the turbine, was used to
measure the distribution of the noise sourceserrdtor plane and on the individual blades.
The array results have shown that besides a mmoxcs at the rotor hub, practically all
noise (emitted to the ground) is produced durirgdbwnward movement of the blades. This
strongly asymmetric source pattern was explaineddwective amplification and trailing
edge noise directivity. The blade noise was produtehe outer part of the blades (but not at
the very tip), and the level scaled with tH&f@bwer of the local flow speed. Comparison of
the noise from the individual blades showed thatttipped blade was significantly noisier
than the other two. Narrowband analysis of the gptiwized blade noise spectra indicated
that trailing edge bluntness noise was not import#dl in all, the test results have
convincingly shown that broadband trailing edgesads the dominant noise source for the
present wind turbine. This conclusion is consistefth calculated results from a semi-
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empirical prediction code for wind turbine noiset[2The acoustic results indicate that the
untreated blade was aerodynamically clean duriadiéhd tests.
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Chapter 6

Prediction of wind turbine noise and
validation against experiment

S. Oerlemans and J.G. Schepers, Prediction of wimnbine noise and validation against
experiment, accepted for International Journal ef@acoustics (reprinted with permission).

Abstract

A semi-empirical prediction method for trailing edgoise is applied to calculate the noise
from two modern large wind turbines. The predictoanle only needs the blade geometry and
the turbine operating conditions as input. Usindaitied acoustic array and directivity
measurements, a thorough validation of the premistiis carried out. The predicted noise
source distribution in the rotor plane (as a fusrtf frequency and observer position) shows
the same characteristics as in the experiments:tadueailing edge noise directivity and
convective amplification, practically all noise (g®d to the ground) is produced during the
downward movement of the blades, causing an andglitmodulation of broadband
aerodynamic blade noise at the blade passing freguéswish’). Good agreement is also
found between the measured and predicted spestterms of levels and spectral shape. For
both turbines, the deviation between predicted amhsured overall sound levels (as a
function of rotor power) is less than 1-2 dB, whiish smaller than the scatter in the
experimental data. Using a smoothed analyticaliricpiedge noise directivity function, the
turbine noise directivity is predicted within 1-Bdand the swish amplitude in different
directions within 1 dB. This semi-empirical diregty function shows similar characteristics
as the theoretical directivity function for a flalate, except for regions close to the plane of
the blade. The validated prediction code is theplieg to calculate noise footprints of the
wind turbine as a function of rotor azimuth. Thdsetprints show that for cross-wind
directions theaveragelevel is lower than in the up- and downwind direas, but the
variation in level is larger. Even at large distance, swashplitudes up to 5 dB can be
expected for cross-wind directions.
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6.1 Introduction

Wind is a clean and practically inexhaustible seur€ energy. However, the noise of wind
turbines is a major hindrance for the widespreadafswind energy. A recent survey on the
perception of wind farms in the Netherlands [1]whd that sound was the most annoying
aspect of wind turbines. The swishing characterp{aade modulation) of the noise was

mentioned as an important factor explaining thatinetly high annoyance, as compared to
other sound sources of equal level (air or roaffi¢jaFor the design of quiet wind turbines,

and for the planning of wind farms, the availakgildf fast and accurate noise prediction
methods is essential. In order to have a wide rariggpplication, prediction codes should
capture the physical source mechanisms as muobsaghfe.

For a modern large wind turbine, aerodynamic ndisen the blades is generally
considered to be the dominant noise source, prdvitdat mechanical noise is adequately
treated [2]. The sources of aerodynamic noise cardibided into airfoil self-noise and
inflow-turbulence noise. Airfoil self-noise is theoise produced by the blade in an
undisturbed inflow, and is caused by the interacti@tween the boundary layer and the
trailing edge of the blade. Self-noise can be tarabroadband in character, and may be
caused by several mechanisms, such as turbulemtdbou layer trailing edge interaction
noise (subsequently denoted as trailing edge ndemjnar boundary layer vortex shedding
noise, trailing edge bluntness noise, or bladetijse. Inflow-turbulence noise is caused by
the interaction of upstream atmospheric turbulenith the leading edge of the blade, and
depends on the atmospheric conditions. It is am ég®ie to what extent inflow-turbulence
noise contributes to the overall sound level ofiedvurbine [3].

Due to the large number of applications (for exEmmind turbines, airplanes,
helicopters, fans), the characteristics of airfalise have been investigated extensively in
both experimental and theoretical studies [4-22ffloiv-turbulence and self-noise
mechanisms were considered and the dependenceamagiars such as flow speed, angle-of-
attack, radiation direction, and airfoil shape veharacterized. These investigations formed
the basis of several semi-empirical wind turbinds@oprediction methods, which were
assessed by comparison with field measurements3ZP3in most cases the prediction
methods included trailing edge noise and inflowbtlence noise. However, since the field
results only provided the total sound level of thkine, and sometimes part of the turbine
noise was attributed to other sources, such asdige or mechanical noise, only an indirect
validation of the prediction codes was possiblerttiermore, in none of these studies the
noise directivity or swish amplitude was predicéed compared with experimental results.

A number of studies have addressed the swish phamamexperimentally [33-39].
Swish is here defined as the amplitude modulatioproadband aerodynamic blade noise at
the blade passing frequency (typically around 1. HRafs. [36-38] reported detailed source
localization measurements on two modern large wintines, using a large microphone
array positioned about one rotor diameter upwinthefturbine. The array results showed that
practically all noise perceived on the ground waslpced by the outer part of the blades (but
not the very tip), during their downward movemérttis strongly asymmetric source pattern,
which caused the swishing noise during the passhgee blades, was explained by trailing
edge noise directivity and convective amplificatitforeover, in [36] it was shown that the
source pattern couldnly be explained by trailing edge noise directivitpdanot by inflow-
turbulence noise or low-frequency dipole noiseveBal investigations [33-35,39] reported
periods of increased amplitude modulation (alserretl to as 'thumping’), which could be
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observed at large distance. Although various péssiauses for this increased amplitude
modulation have been suggested, including bladsendirectivity, blade-tower interaction,
variation of wind speed over the rotor, and inteaacbetween the noise from two or more
turbines, the mechanism is still not clear.

The present study describes the application ofnai-eenpirical prediction method for
trailing edge noise to calculate the noise from ta@dern large wind turbines. The prediction
code only needs the blade geometry and the tudpeeating conditions (wind speed, RPM,
blade pitch angle) as input. Previous acousticyameasurements [36-38] showed that
broadband trailing edge noise is the dominant nedggce for both turbines, which allows a
direct validation of the trailing edge noise préidic method. Furthermore, the availability of
the array results provides a unique opportunitgdsess the prediction code not only in terms
of source spectra and overall sound levels as etitmof rotor power, but also in terms of
the noise source distribution in the rotor planerdbver, the predicted directivity and swish
amplitude is validated against acoustic measuresnenta circle around the turbine, after
which the noise and swish footprints' of the tnebare calculated.

In order to predict the turbine noise directivitgdaswish amplitude, the trailing edge
noise directivity function must be known. This ftina was derived before both analytically
[4-7,18] and numerically [22]. However, up to nowperimental validation of the directivity
function was limited to the plane normal to thélimg edge, for directions not too close to the
plane of the blade [7,14]. In the present study ghown that the acoustic measurements on a
circle around the turbine in fact constitute a measient of theompletetrailing edge noise
directivity function, including directions outsidbe plane normal to the trailing edge and
close to the plane of the blade. This feature &lue assess the theoretical predictions of the
directivity function against the experimental résul

The organization of this paper is as follows. S®ct6.2 describes the experimental
method employed during the field measurementsovi@t! by a description of the prediction
method in Section 6.3. In Section 6.4 the predindiare validated against the experimental
results, and in Section 6.5 the prediction metmmdpplied to calculate noise and swish
footprints around the wind turbine. The conclusianfs this study are summarized in
Section 6.6.

6.2 Experimental method

This section describes the experimental method @yegl during the field measurements on
both turbines. The experimental results are diszlsalong with the predictions in
Section 6.4. More detailed information about thepezimental method can be found in
Refs. [36-38].

6.2.1 Test set-up and data acquisition

Acoustic field tests were performed for two diffierevind turbines. Turbine 1 was a GE
2.3 MW prototype test turbine with a rotor diamet€84 m and a tower height of 100 m, and
was located on a test site in the Wieringermeedgro(Netherlands). Turbine 2 was a
GAMESA G58 850 kW turbine with a rotor diameters& m and a tower height of 55 m, and
was located on a wind farm in northern Spain. Bothines were pitch-controlled and rotated
in clockwise direction as seen from upwind (Fig&+#).
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Figure 6-1: Test set-up for Turbine 1 (left) and Turbine 2 (right).

The geometry of the three blades of each turbireneaninally identical. Whereas the blades
of Turbine 1 were untreated, for Turbine 2 one élads cleaned, one blade was tripped, and
one blade remained untreated, to assess the effdatade roughness due to e.g. dirt or
insects.

A schematic picture of the test set-up is giverFigure 6-2. The source localization
measurements were done using a 148-microphone tacausy, mounted on a horizontal
wooden platform of about 16x18?niThe distance between the platform and the tovas w
roughly the same as the tower height, resulting iview angle' of about 45°. The array
microphones (Panasonic WM-61) were mounted flusiht platform and had no wind
screens. The array had an elliptic shape to cofoethe oblique view angle, and an increased
microphone density in the center to reduce coheréoes and ensure low side-lobe levels at
high frequencies. In addition to the acoustic arfay Turbine 1 eight ground microphones
(LinearX M51) were placed on a 240-m diameter eir@round the turbine (with
45° intervals), to measure the directivity of thebine noise (Figure 6-2).
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Figure 6-2: Schematic picture of test set-up: side view (left), front view (middle),
and top view (right).
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The ground microphones were equipped with hemigphénd screens, and were placed
horizontally on a 1-m diameter ground board, whihiit axes pointing to the turbine [40]. As a
reference, an identical microphone, equipped withdacreen, was placed in the center of the
array. In Figure 6-2,¢/ indicates the azimuthal angle of the rotar, indicates the
misalignment angle between turbine and array, dnéhdicates the position of a ground
microphone with respect to the downwind direction.

The acoustic signals were measured using a samggjeency of 30.7 kHz (Turbine 1) or
51.2 kHz (Turbine 2) and a measurement time of. 3he data were processed using an FFT
block size of 1024 (Turbine 1) or 2048 (Turbinea2ih a Hanning window and 50% overlap,
yielding a narrowband frequency resolution of 30fbizTurbine 1 and 25 Hz for Turbine 2.
A second-order 500 Hz high-pass filter was use@éxi@nd the dynamic range of the A/D
converter. The sound levels were corrected forfitter response and for pressure doubling
due to the platform or ground boards. Prior tortteasurements, the sensitivity at 1 kHz was
determined for all microphones using a calibratitiopphone. The frequency response was
taken from previous calibration measurements feratliay microphones and from calibration
sheets for the ground microphones. Phase matcHitigeoarray microphones was checked
using a calibration source at known positions.igger signal from the turbine (one pulse per
revolution) was recorded synchronously with theustic signals, so that the position of the
rotor blades was known at all times. In parallethte acoustic measurements, several turbine
and meteo parameters were measured at a samplef &atdz or higher, including the wind
speed, wind direction, turbine orientation, turbipgwer, RPM, and blade pitch angle. It
should be noted that the measured nacelle winddspee Turbine 2 suffers from an
uncertainty. Therefore, in Section 6.4 the ovesalind levels are analyzed as a function of
rotor power rather than wind speed.

The test period was 1-15 November 2005 for Turdinend 8-15 December 2003 for
Turbine 2. Following the IEC norm for wind turbingise measurements [40], it was
attempted to obtain array measurements for wineédgpéat 10 m height) between 6 and
10 m/s. The wind speed at 10 m height was calallfxten the average nacelle wind speed
using the standard wind profile from the IEC nomere the measured nacelle wind speed
was assumed to be the free stream wind speed ahdight. On the basis of the turbine
operational data, the most stable measurementss(nall misalignment angle and small
variation in wind speed, RPM, and pitch angle) westected for further analysis. An
overview of the test conditions for the selectedasmeements is given in Table 6-1. The
ground microphone measurements for Turbine 1 aretiomed separately, because these
were all done on the same day.

6.2.2 Phased array processing

The microphone array data are processed using tfferesht methods. The first method
employs conventional beamforming [41] to localire hoise sources in the rotor plane. The
resulting source maps show the integrated effedhefthree blades, averaged over many
revolutions (averaging of spectra was done on gnlkeagis). The calculations are performed
in narrow bands and then summed to 1/3-octave bdardsscan grid is placed in the rotor
plane, accounting for the misalignment angle(see Figure 6-2) and the rotor tilt angle (i.e.
the angle between the rotor axis and the horizqisale).
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Table 6-1: Overview of average test conditions (standard deviation between brackets). The
first five columns indicate the number of measurements in the wind speed bins between 6 m/s
and 10 m/s (wind speed at 10 m height). *The measured nacelle wind speed for Turbine 2
suffers from an uncertainty.

# meas. pelJ;, bin U ac RPM pitch P a

6| 7| 8| 9| 10| (m/s) () (MW) )

Turbine 1 1l 1l 13| s 0 10.3 14.7 0.2 1.6 -2
(array) (1.2) (0.3) (0.5) (0.4) (3)
Turbine 1 10l 211 15 0 0 10.0 14.6 0.0 1.5 -11
(ground mics) (1.0) (0.4) (0.0) (0.3) (6)
Turbine 2 5 5 12 5 5 10.5 24.9 -0.1 0.47 -5
(array) a.7) (1.9) (0.8) (0.19) (7

To improve the resolution and to suppress backgtoooise (for example wind-induced
pressure fluctuations on the microphones), the rdeigonal of the cross-power matrix (i.e.
the auto-powers) is discarded. A frequency-dependpatial window is applied to the
microphone signals, in order to improve the resofuat low frequencies and to suppress
coherence loss effects at high frequencies (dupréopagation of the sound through the
atmospheric boundary layer). The effect of soundveotion in the atmospheric boundary
layer is taken into account by calculating the agerwind speed between rotor and array
from the standard wind profile in the IEC norm feind turbine noise measurements [40].
The noise sources in the rotor plane are quantifisthg a source power integration
method [42]. This technique sums the source powe(part of) the measured source map,
and corrects the results with a scaling factor iobth by performing a simulation for a
monopole source at the centre of the integratigiore The thus obtained integrated sound
pressure level of the turbine is similar to thepaent sound power level' defined in [40]. By
defining one integration contour around the whador plane and one only around the
nacelle, noise levels from the nacelle and thedslade determined.

The second processing method employs three rotating planes to produce acoustic
source maps for the three individual blades, awstagyer a specified azimuth range and over
one or more revolutions [43]. The scan planes Eeed around the blades, in the rotor plane,
and their azimuthal position is determined usirg tifigger signal from the turbine. For each
scan location and each microphone signal, the geeloped source signal is reconstructed by
applying a time shift to each sample of the micaghsignal. This time shift accounts for the
travel time between the (rotating) scan locatiord ahe microphone. By summing the
reconstructed source signals for all microphonles, @coustic signal emitted from a given
scan location is obtained (if no source is preserthe scan location the source signals from
the different microphones will cancel). The de-depged noise from the blades is quantified
using a power integration method for moving soundrees [44], which is similar to the
above-mentioned integration method for the rot@npl An integration contour is defined
which includes the noise from the blade but exctutde noise from the nacelle. The thus
obtained integrated sound levels represent theribatibn of the different blades to the
overall sound pressure level of the turbine, assoneal at the array position.

The accuracy of the source localization and quaatibn with the present array set-up
was discussed in [38]. With regard to the spaBablution, the location of a whistle on the
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blade (at a position unknown to the acoustic &) was determined within 0.5 m, which is
considered to be accurate enough for these testxething theelative sound levels (i.e.
differences between the blades), an accuracy oflB.Wvas found by comparing the average
overall blade noise levels for two consecutive hetions. The accuracy in terms absolute
sound levels, which is most relevant for the pres&ndy, can be assessed by comparing the
integrated rotor source maps to the measured siewet at the reference microphone (with
wind screen) in the center of the array. If all huése measured by the reference microphone
is due to the turbine rotor (background noise messants with stopped rotor indicated a
signal-to-noise ratio of 10 dB for the referencemmphone), these spectra should coincide.
However, for the present measurements on Turbitieelaverage integrated level is found to
be 2 dB lower than the level at the reference mpicome (this difference is fairly constant as a
function of wind speed). This underestimation maychused by certain simplifications in the
integration method and/or by coherence loss aatrey microphones, due to the propagation
of the sound through the turbulent atmospheric Haon layer. Similar effects have been
observed in open jet wind tunnel tests [42] anghllimeasurements [44]. In Section 6.4.2 it is
shown, by means of the simulated rotor noise sodistebution, that the underestimation of
the rotor noise level due to the integration metidbout 1.4 dB, which suggests that the
remaining 0.6 dB is due to coherence loss. Thusthi® assessment of the predicted overall
sound levels (Section 6.4.3), 2 dB is added tarkbasured rotor noise levels, to account for
integration and coherence loss effects.

6.3 Prediction method

Since the field measurements show that broadbailth¢y edge noise is the dominant noise
source for both turbines [36-38], only this noismirge is incorporated in the prediction
method, which means that inflow-turbulence noisenttrailing edge noise, and tip noise are
discarded. The calculation can be divided into dhrsteps: blade aerodynamics
(Section 6.3.1), trailing edge noise source stten@@ection 6.3.2), and directivity and
convective amplification (Section 6.3.3). The résgl rotor noise source distribution can then
be used to calculate simulated acoustic source map®ise footprints around the turbine
(Section 6.3.4).

6.3.1 Blade aerodynamics

For the aerodynamic calculations the blade is firgided into a number of radial segments
(21 for both turbines in the present study). Néxt,each segment the local Reynolds number
and angle of attack are obtained from an aerodynarmd turbine model, based on the blade
element momentum theory [45]. Then, the RFOIL dirfiesign and analysis code [46] is
used to calculate the trailing edge boundary lalisplacement thicknesses on the pressure
and the suction side. RFOIL is an extension of XF{Al7] and takes into account rotational
effects.

As input to the aerodynamic calculations only thlade geometry and the turbine
operating conditions are needed. The blade georfiatluding the airfoils) for both turbines
was provided by the manufacturers, and the RPMbandk pitch angle were taken according
to the turbine control system, as measured dutiegfield tests. The aerodynamic profile
coefficients ¢, Cy, and ¢, as a function of angle of attack) for Turbine Ireveupplied by
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the manufacturer. For Turbine 2 they were obtaidezm the Aerodynamic Table
Generator [48], which contains a large databassr@iil characteristics measured under 2-D
conditions in the wind tunnel.

The effects of atmospheric turbulence, wind shead yaw are neglected in the
calculations, i.e. stationary and axisymmetric ¢oods are assumed. Furthermore, it is
assumed that the airfoils are clean (i.e. freesttiam), because the clean rotor is considered to
be most representative for normal operation [38jusl for Turbine 1 (which has untreated
blades) the calculations can be directly compapethé experimental results. For Turbine 2
(which has one clean, one tripped, and one unticbkede), the measured data must be
corrected to obtain the noise from a ‘clean’ r(gee Sections 6.4.2 and 6.4.3). The trip option
in XFOIL is not used because this may not be represive for the trips applied in the field
tests.

In the present study calculations are done at vgipeleds between about 5 m/s and
12 m/s, in steps of 0.5 m/s. The calculated digptent thickness as a function of radius is
shown for both turbines in Figure 6-3. These rastidpresent conditions close to the average
experimental conditions, i.e. wind speeds of 9.8 8.75 m/s, RPM values of 14.75 and
25.8, and pitch angles of 0.04° and 0.1° for Tugldirand Turbine 2, respectively.

Radius (m) Radius (m)

Figure 6-3: Calculated trailing edge boundary layer displacement thickness on pressure and
suction side, for Turbine 1 (left) and Turbine 2 (right).

The quality of the aerodynamic modelling was vedfiby comparing the calculated and
measured power curve for Turbine 1, and generatydgagreement was found. It should be
noted that this agreement does not guaranteefttbataiculated boundary layer thickness is
correct. However, for the present field tests nueiled experimental information about the
blade aerodynamics is not available. For Turbireecmparison between the measured and
calculated power curve is not possible, due torarertainty in the wind speed measurements.
Thus, in order to avoid disturbing effects from emainties in the measured wind speed, in
Section 6.4 the overall sound levels are plotted amction of rotor power rather than wind
speed.

6.3.2 Trailing edge noise source strength

Using the boundary layer displacement thickness lagdl Reynolds number from the
previous section as input, the source spectrune&oh radial blade segment is calculated
using the 2-D semi-empirical trailing edge noisediction code developed by Brooks, Pope,
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and Marcolini [9]. In this code, the total trailiredge source strength due to the turbulent
boundary layer is the sum of three contributiontheffollowing form:

St
+ A[S_ﬁj-l- K (6.1)

where J° is the displacement thicknesd) the Mach numberL the span of the blade
segment,r the distance to the observer, akdan empirical constant which depends on the
Mach and Reynolds numbers. The functiBndescribes the spectral shape as a function of
the ratio between the Strouhal numifgt= ff/U (with U the local flow speed) and the
empirical peak Strouhal numbéSr. The three contributions (here denoted by thexrige
are the pressure side boundary layer, the suciim lsoundary layer, and an additional
contribution to account for nonzero angle of attde. (6.1) is based on theoretical analyses
of a turbulent, low Mach number flow over a haléupé [4], and basically states that trailing
edge noise scales with the boundary layer thick@which is a measure for the turbulence
correlation scale) and the fifth power of the fl@peed. The dependence th® was
confirmed in many experimental studies, and was fdand for the trailing edge noise from
the present turbines [36]. Note that Eq. (6.1) ocdyculates the source strength for an
observer at a fixed position with respect to thadbl segment; directivity and convective
effects are discussed in the next section.

For the trailing edge noise calculations in thespnt study, the original Fortran code
from [9] is used with only two modifications. Thiest modification is that we use (for each
blade segment) the trailing edge boundary layetkttdss as calculated in the previous
section, instead of the boundary layer thicknedsutated by the program (which is an
estimate for a NACA0012 airfoil). The second matdifion is as follows. In the original
code, Eq. (6.1) takes a different form for angleattack larger than the 'stall angle' of 12.5°.
In the present calculations the stall angle is stdji to the actual stall angle for the different
airfoils, which is known from 2-D wind tunnel measments. However, since these stall
angles are never reached for radii larger than 80%e tip radius, effectively only Eq. (6.1)
is used for the present predictions, with all emoplrconstants according to [9].

SPL :10Iog(5‘*':/|25|‘]

6.3.3 Directivity and convective amplification
The calculation in the previous section yields tifadling edge source spectrum in 1/3-octave
bands, for each radial blade segment. In orderbtai theeffectivesource strength for a
given blade azimuth angle, as perceived by an vbset a specified position, the effects of
trailing edge noise directivity and convective aifiqgration should taken into account.

Amiet [5] derived an analytical expression for thieectivity of trailing edge noise from
a flat plate of arbitrary chord (see Figure 6-4 definition of angles). Figure 6-5 shows the
characteristics of this theoretical directivity @ion for a number of nondimensional
frequencies, in the plane normal to the trailinges¢in terms of the acoustic presspyeand
on a sphere around the trailing edge source (in tiBthese figures the flow is in the
X -direction and the trailing edge runs along yFexis.



100 Chapter 6

observe

Figure 6-4: Definition of angles between observer and trailing edge source.

For low frequencies (i.e. smalC/A, with C the blade chord andl the acoustic
wavelength), the directivity shows the classicalott pattern with p° ~ sin® 8, Sirf @ ,,
while for high frequencies (larg€/A) the cardioid pattermp® ~ sinz(HA/ 2) is found in the
plane normal to the trailing edge. The directifitpction for high frequencies is equivalent to
that obtained by Ffowcs Williams and Hall [4] andwe [6], who used an alternative
theoretical approach and fourfaf’ ~ SinZ(HH / 2) sing,, . For intermediate frequencies more
complicated patterns with multiple directivity Icbare obtained [see also 12,13]. The effect
of a leading edge back-scattering correction togtimiformulation was investigated by Roger
and Moreau [18], but they found this correctiorb&negligible for large wind turbine blades.

For the present turbine€/A is roughly between 0.4 and 4 for the relevant éleatlii
and frequencies. In order to assess the influeht®edrailing edge noise directivity function
on the wind turbine noise directivity and swish &tape, it is useful to know the position of
an observer on the 'directivity sphere'. For thigppse, the 'trajectories’ of the eight
experimental ground microphones on the directigphere, during one revolution of the
blade, are projected on the high-frequency dirégtifunction in Figure 6-6 (a source radius
of 0.9 times the tip radius is used). It can bensiémat each ground microphone follows a
circle at more or less constant ‘latitug®;, where § depends on the microphone andle
(the 'longitude'y depends on the blade azimuth angl¢. The four lower circles represent
the upwind locations, while the four upper cirabesrespond to the downwind locations. The
asymmetry between the upper and lower trajectisieie to the rotor tilt angle, the blade
pitch and twist, and the average experimental mgisadent anglea of -11°. For a
symmetrical turbine (i.e. no pitch, twist, and)tilihe latitude of an observer at large distance
would be given bys :|E—77|—7T/2. Figure 6-6 illustrates that the directivity messiiby
the far field microphones is determined by #weragelevel over each trajectory, while the
swish amplitude depends on thariation of the level along each circle (note that them ar
three blades on each circle, the contributions litkv should be summed). Thus, the ground
microphone measurements on a circle around théntuib fact constitute a measurement of
the complete trailing edge noise directivity fuoati and, vice versa, in order to predict the
noise footprint of a wind turbine, the completeedtivity function should be known.
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Figure 6-5: Theoretical trailing edge noise directivity function for flat plate [5].
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1 -1

Figure 6-6: Theoretical high-frequency trailing edge noise directivity function with 'trajectories’
of ground microphones: & =-11°,34°,304°,79°,259°,124°, 21469° (top to bottom).

The dependence of the wind turbine noise diregtiaitd swish amplitude on the trailing edge
noise directivity function can be exploited to assthe theoretical directivity function against
the experimental results. First, the exact, frequatependent theoretical flat plate directivity
function (Figure 6-5) is considered. The resultiongbine noise and swish directivity are
shown in Figure 6-7 (‘exact’), and show reduceckl®and high swish amplitudes for
positions close to the rotor plane.
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Figure 6-7: Predicted turbine noise directivity (left) and swish amplitude (right) for four
different trailing edge noise directivity functions.

These trends agree well with the experimental tegtd be discussed in Section 6.4.4), but
due to the steep fall-off of the directivity furai for small 5 (Figure 6-5), relatively large
quantitative deviations are found close to themrptane. Next, the high-frequency directivity
function p° ~Sin2(¢9H/2) sing,, (Figure 6-6) is considered. However, although ¢hes
predictions (Figure 6-7, 'HF") also show increasetsh amplitudes close to the rotor plane,
the experimental 'dips' in the directivity (arougd=90° and £ =270°) are not reproduced.
Therefore, a frequency-independent directivity fiorc is defined, which shows good
agreement with the measurements for all directiamg allows easy implementation in
prediction codes. The basis of this directivity dion is a modified version [9] of the
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theoretical high-frequency trailing edge noise diséty: p° ~sin?(6,/2) sirf@,. This
function (Figure 6-8A) has the cardioid patterrthie plane normal to the trailing edge, and
shows the desired fall-off to zero in the plane tbé blade, by assuming that the
¢ -dependence is the same as for the classical lequéncy dipole [49]. In previous studies
it was used for the prediction of noise from hgiys [50] and wind turbines [24,26,30-32],
and in [36,37] it was successfully applied to ekpldne rotor noise source distribution as
perceived at an upwind observer position. Howetleis function has a discontinuity for
6, = i1, causing unrealistically high swish amplitudesseldo the rotor plane (Figure 6-7,
'‘BPM"). Therefore, the function is smoothed arotimel discontinuity by averaging it over a
certain range of3 and y. On the basis of the experimental results, theaaweg range
(dB,dy) is chosen to bé¢77/12,271/ 3 for =0, and is reduced t§0,0) for 3 =77/2
(using the error function). Thus, for regions aviieam the plane of the blade, the smoothed
function is identical to the original function usied[9]. The resulting turbine noise directivity
and swish amplitude (Figure 6-7, 'BPMs') correspavell to the experimental results
(Section 6.4.4). Thus, this smoothed semi-empida&ictivity function (Figure 6-8B) appears
to be a good approximation of the true directiViipction for trailing edge noise from an
airfoil. It shows similar characteristics as thedhetical directivity function in Figure 6-5
(C/A =1,4), except for the steep fall-off close to the plahéhe blade for3 =0.

Figure 6-8: (A) Analytical trailing edge noise directivity function [9]. (B) Smoothed analytical
directivity function used in present prediction code.

Thus, for the present predictions the followingdiion is used to account for directivity and
convective amplification:

5 _[2sin2 @, 12) sirfgoA]S
s (1-M cos¢ ¥

(6.2)

where the subscrips indicates the smoothing ovef and ), ¢ is the angle between the
blade flow velocity and the source-observer lined & is the (undisturbed) blade Mach
number. The numerator in Eq. (6.2) describes thiéng edge noise directivity as discussed
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above, and is the most important contributor to #symmetrical rotor noise source
pattern [36]. The denominator represents the cdimeamplification factor for trailing edge
noise, and indicates that the source amplitudee&sms when the source is moving towards
the observer. As mentioned by Brooks and Burley],[8lifferent exponent power laws
between 1.5 and 4.5 have been found in differesdretical approaches, while experimental
validation has been very limited. Following [50Jerh the % power for compact dipole
sources is used [51]. For the present low Mach rumthis convective factor is practically
equivalent to that derived by Howe [6] for trailiegge noise. The Doppl&equencyshift is
accounted for by calculating for each source fregyehe Doppler-shifted frequency at the
observer position, and redistributing the acoustiergy over the appropriate frequency
bands.

6.3.4 Simulated source maps and noise footprints

From the effective radial source strength distidou{for a given blade azimuth and observer
position), as determined in the previous sectiaguatic source maps and turbine noise
footprints are calculated as follows. For the seumsaps, first the average noise source
distribution in the (tilted) rotor plane is predidt for an observer position corresponding to
the position of the microphone array in the experita. This is done by dividing one
complete revolution in 180 azimuthal blade possigne. an azimuthal interval of 2°), and
calculating for each blade position the effectiadial source distribution. In order to obtain
the averagesource level for each azimuthal position, the seyyowers are divided by the
total number of azimuthal blade positions (180nc8ithe number afdial segments is 21,
the resulting rotor source distribution is composé®780 incoherent sources, each with a
Doppler-shifted 1/3-octave band spectrum whichudek directivity and convective effects.
Using this source distribution, the acoustic signédomplex amplitude as function of
narrowband frequency) are calculated for all mibae positions in the array, from which a
simulated cross-power matrix is constructed. Thisss-power matrix is further processed
using the same procedure that is used for the mezhsiata (see Section 6.2.2), allowing
direct comparison to the experimental results.

For the noise footprints, three blades are modatet20° from each other. The radial
source distribution for each blade is calculatedescribed in the previous section. Thus, for
a given rotor position, the total number of sourie$3. The revolution is divided in 72
azimuthal rotor positions (i.e. an interval of 5nd for each rotor azimuth the contribution of
each blade segment to the sound level at a cartmiarver position is calculated. For a given
emissiontime (i.e. emission azimuth), tlaerival time is generally different for the 63 blade
elements. Thus, in order to calculate the percesgrahd level at a fixed arrival- observer
time, the contribution of each blade segment i®mdeined by interpolation between two
emission azimuths. By plotting the total sound latalifferent observer positions for a fixed
observer time, the instantaneous noise footprimbigined. The observer time can also be
expressed in terms of the rotor azimuth at obsdmes. By calculating noise footprints for a
complete revolution (in steps of 5° azimuth), endihistory' is obtained for each observer
position. The swish amplitude for a given obserpesition is calculated as the difference
between the minimum and maximum perceived soundl lduring one revolution. In the
predictions a uniform wind speed is incorporatedatsount for convection of sound, but
refraction due to wind shear is not included.
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6.4 Comparison between prediction and experiment

In this section the predictions are compared toekgerimental results. This assessment is
made in terms of the noise source distributionh@ totor plane (Section 6.4.1), the rotor
noise spectra (Section 6.4.2), the overall sountelleas a function of rotor power
(Section 6.4.3), and the directivity and swish (fec6.4.4).

6.4.1 Noise source distribution in rotor plane

The measured and predicted source maps for bdimés are shown in Figures 6-9 to 6-12.
Details of the simulations are provided in Sect@3.4. Note that these source maps
correspond to the upwind measurement position ergthund. The range of the colour scale
is always 12 dB, and the maximum is adjusted feheadividual frequency band.

250 Hz 315 Hz 400 Hz

&
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Figure 6-9: Measured source maps for Turbine 1.

<
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Figure 6-10: Predicted source maps for Turbine 1.
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The turbines rotate in clockwise direction and Iheck circle indicates the trajectory of the
blade tips. The experimental source maps are azerager all measurements, the simulations
are done for a misalignment angle of 0° and turbboaditions close to the average
experimental conditions (see Section 6.3.1).

630 Hz 800 Hz 1000 Hz

1250 Hz 1600 Hz 2000 Hz

)|

Figure 6-11: Measured source maps for Turbine 2.

630 Hz 800 Hz 1000 Hz
1250 Hz 1600 Hz 2000 Hz

Figure 6-12: Predicted source maps for Turbine 2.

In general good qualitative agreement is obsenadiden experiments and simulations. As
in the experiments, the simulated source maps slwminant noise radiation from the outer
part of the blades, during their downward movem&hts asymmetric source pattern, which
is due to trailing edge noise directivity and coctivee amplification, causes the swishing
noise during the passage of the blades. Note tnearf observer on the ground, due to the
time delay between emission and perception of thed, the swish maseento be generated
when the blades are close to the tower (dependm@PM and distance to the turbine).
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Similar to the experiments, the predicted sourceximam shifts to a higher radius for
increasing frequency, which can be attributed ® hiigher flow speed and thinner trailing
edge boundary layer. In some cases even the mitedabes (for example between 10 and
12 o'clock for 400-630 Hz in the Turbine 1 resyltghich are an artefact of the array method,
are reproduced in the simulations. Obviously, thieamexperimental noise sources at the
nacelle and the tower are not reproduced in thelsion, because these are not simulated in
the trailing edge noise prediction model. The ratof the ‘tower source’, which occurs at
higher frequencies for both turbines, is hard teeas on the basis of the present data, but it
could originate from (1) reflection of blade noize the tower, (2) impingement of blade tip
vortices on the tower, and/or (3) the upstreanuerite of the tower on the flow field around
the blade. At high frequencies, Turbine 1 also sha@awminor tip noise source during the
upward movement of the blades, which is not modeletie present prediction model.

Whereas the previous results concern misalignmegtea around 0°, for Turbine 1
experimental data are also available for large ligisaent angles. The measured and
predicted source maps for these angles are shotigime 6-13.

a=+64° a=0° =-44°

Figure 6-13: Measured (upper row) and predicted (lower row) source maps for Turbine 1 at
different misalignment angles (800 Hz).

It can be seen that the location of the sourceoreghifts upward or downward when the
right- or left-hand side of the rotor plane is tedrtowards the array, respectively. This can be
qualitatively explained by the change in the congarof the blade velocity in the direction
of the array, which results in a change in convecamplification (Section 6.3.3). At high
misalignment angles the array resolution decredsesto the oblique view angle. Again a
good qualitative agreement between simulation aqerément is found, indicating that the
changes in source pattern are well captured birdlileng edge noise prediction method.

6.4.2 Rotor noise spectra

As explained in Section 6.2.2, the source mapsaqaemntified using a power integration
method. Before comparing the predictions to the suwesl rotor noise spectra, first some
intermediate results from the predictions are dised. As an example, Figure 6-14 shows
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three rotor noise spectra from the simulationsTarbine 1: the source strength spectrum
(output of Section 6.3.2), the rotor spectrum aiftefuding directivity and convective effects
(Section 6.3.3), and the integrated rotor spectinom the array simulation (Section 6.3.4).

—e— strength
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Figure 6-14: Intermediate rotor noise spectra from the prediction for Turbine 1.

By comparing the first two lines, it can be seeat tirectivity and convection result in a
small shift of the spectrum to higher frequenciEs;ause the blades are moving towards the
observer on the ground when they produce mosteif tioise. Interestingly, the noitevelis
hardly affected: although directivity and conventigield a large asymmetry in the noise
source distribution, the effect is rather small wlaveraged over all rotor azimuths (for the
upwind array position). By comparing the second tmdl line, it can be seen that the power
integration method results in an underestimatiothefactual rotor noise level. The difference
is small at low frequencies, but increases to alntosiB at the highest frequency. As
mentioned in Section 6.2.2, this deviation is phpadue to certain assumptions and
simplifications in the power integration method J48s a result of the deviation, the power
integration method underestimates the actual dvessdr source level by 1.4 dB for the
present simulation. Note that this effect occurshbior the simulated and the measured
integrated rotor noise spectra.

The measured and simulated integrated rotor npisetra for both turbines are shown in
Figures 6-15 and 6-16. These spectra correspotitetsource maps presented in Figures 6-9
to 6-12. As mentioned before, the experimental ltesaare averaged over all measurements,
and the simulations are done for turbine conditiaigse to the average experimental
conditions. For Turbine 2 the experimental spectrismcorrected on the basis of the
individual blade noise spectra [36], to obtain $pectrum of a ‘clean’ rotor. For the measured
source maps the hub region is excluded from thegmtion. For both turbines a good
agreement between predicted and measured peakefreggs is observed, and the fair
prediction of the spectral shape confirms thatraodel for trailing edge noise is adequate. A
quantitative assessment of the predicted overatiddevels is given in the next section.
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Figure 6-15: Measured and predicted rotor noise spectra for Turbine 1.
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Figure 6-16: Measured and predicted rotor noise spectra for Turbine 2.

6.4.3 Overall sound level as function of rotor power

The results of the previous section show that therage experimental spectra for both
turbines correspond well to the predictions for élverage experimental wind speed. Next, it
is investigated if the predictions also accuratapture the dependence of the turbine noise
on wind speed. Calculations are done for a rangeimnd speeds and the overall sound level
was determined as the sum of the predicted rotarcsodistribution (i.e. without array
processing, see Section 6.3.4). The experimentahdsdevel is determined from the
integrated rotor spectrum for all measurementsyhich 2 dB is added for both turbines to
account for the underestimation by the power irgggn method and coherence loss effects
(Section 6.2.2). In addition, 1.5 dB is subtracfeain the overall levels of Turbine 2, to
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account for the fact that the rotor has a tripped @n untreated blade, while the simulations
are for a clean rotor. This 1.5 dB correction isdghon the differences in overall sound level
between the three blades, which are practicallyepeddent of rotor power [36]. As
mentioned in Section 6.3.1, we focus on the cledarrsince this is considered to be most
representative for normal operation. In order toidwisturbing effects from the uncertainty
in the measured nacelle wind speed for Turbine€@sbund levels are plotted as a function of

the rotor power.

<

m

=2 = EXP
oy

) ¢ SIM
<

o

Power (kW)

Figure 6-17: Measured and predicted overall rotor noise levels for Turbine 1.
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Figure 6-18: Measured and predicted overall rotor noise levels for Turbine 2.
Figures 6-17 and 6-18 show that for both turbing®ed agreement is obtained between the

predicted and measured overall levels. The depeedem rotor power is also well
reproduced, although Turbine 2 shows a systematitation of 1-2 dB below 500 kW, for
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which no explanation is available yet. Nevertheléssboth turbines the difference between
measurement and prediction is less than 1-2 dBc¢lwis smaller than the scatter in the
experimental data. This accuracy is consideredsfaatory for the present semi-empirical
prediction model.

6.4.4 Directivity and swish

For Turbine 1, far field measurements were perfarmiéh eight ground microphones on a
240-m diameter circle around the turbine (Figur@ @&nd Table 6-1). To determine the
directivity of the turbine noise, the average lemeleach microphone is plotted as a function
of microphone angle€ for each 30 s measurement (Figure 6-19).
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Figure 6-19: Measured and predicted directivity for Turbine 1.

In order to focus on the dominant trailing edgesepiand exclude possible low-frequency
wind noise or high-frequency tip noise, the overallveighted levels are summed between
250 and 800 Hz. In order to account for variatiamsthe absolute sound level (due to
variations in weather and turbine operating condg), the levels for each measurement are
normalized using the average level on the eightropitones. The average misalignment
angle a for the ground microphone measurements is -11d,tha variation ina is 20°,
which explains the eight 'traces' in Figure 6-18eTmost distinct feature in the measured
directivity pattern are the two 'dips' in the cnoBgl direction. A similar decrease in noise
level close to the rotor plane was also found $29]. Figure 6-19 also shows theedicted
directivity on a 240-m diameter circle around tlhebine, for a wind speed close to the
average experimental wind speed. It can be seen tliga predicted curve follows the
measured curve within 1-2 dB, with two 6 dB dipghe cross-wind direction. These dips can
be understood from the reduced levels of the migiiédge noise directivity function close to
the plane of blade (Figure 6-8B). The predicted impvwsound levels are slightly higher than
the downwind levels, which is mainly due to the extive factor in Eq. (6.1), because
aroundy/ =90° the inverted blade flow velocity vector pointghlily upwind.

Next, thevariationin noise level due to the revolution of the bla¢®sish) is considered
for the different directions. In order to excludariations due to varying weather or turbine
conditions, the overall level on each ground mibae is plotted as a function of the rotor
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azimuth angle and averaged over all measuremerngsiré6-20, left). For each ground
microphone three practically identical humps anenfy corresponding to the passage of the
blades. The predicted graphs are shown in the igore.
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Figure 6-20: Measured and predicted sound level variation as a function of rotor azimuth ¢/,
for different far field positions & .

For the upwind measurement positio®){< & < 27C), both the amplitude and the phase
of the humps match quite well with the measuremehiswever, for the downwind
microphones the measured amplitude is lower thadigted. Since the signal-to-noise ratio
(i.e. the minimum sound level in Figure 6-20 mirlne background noise level with stopped
rotor) is generally higher than 9 dB, this does emplain the reduced swish amplitude.
However, comparison of the graphs for the individ@88-s measurements (not shown)
indicates that slight variations in the phase eftthmps reduce the amplitude of the averaged
graphs. Due to propagation of the sound throughdtee wake, this effect can be expected to
be stronger for the downwind microphones. Thusyrister to obtain a reliable experimental
value of the swish, rather than taking the ampétérdm the averaged graphs in Figure 6-20,
the amplitude is determined for each individuals3®easurement, and then averaged over all
measurements. The resulting experimental swish iardpk are shown together with the
predicted values in Figure 6-21.
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Figure 6-21: Measured and predicted swish amplitude as a function of far field position & .
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The error bars indicate the standard deviatiomiists amplitude and far field position. It can
be seen that the swish amplitude is predicted withiB for all directions. The relatively low
swish amplitude foif =79° may be partly explained by shielding of the to{33,39]. Note
that the predicted swish amplitude is closely eslato the variation in level along the
microphone ‘trajectories’ (Figure 6-6) on the imgil edge noise directivity function in
Figure 6-8B.

6.5 Application: prediction of noise and swish footprints

The previous section provides an extensive validatf the prediction model against the
experimental results, in terms of the noise sodisgibution, rotor noise spectra, wind speed
dependence, directivity and swish. The measurensstéimited to the array position and a
240-m diameter circle around the turbine. Howewsmce the measurements on the circle
cover almost the complete trailing edge noise tivigg function (Figure 6-6), the prediction
method can also be applied to calculate the ndidarger distances. Figure 6-22 shows
instantaneous turbine noise footprints (top view)fbur different rotor azimuth angles, up to
a distance of ten times the rotor diameter. Detaflsthe calculation are provided in
Section 6.3.4. The turbine is located at the cenftéine footprint, and the wind goes from left
to right. The rotor azimuth at observer time isi¢ated in the upper right corner of each
footprint. In order to limit the range of the dBage, the levels are normalized using the
horizontal distance;, to the turbine:SPL,,,, = SPL+20log . In this way the levels at a
given distance can be directly compared. Note #tatospheric attenuation and sound
refraction due to wind shear are not included ia pnedictions. Refraction may in practice
reduce the upwind sound levels.

10 dB(A)

Figure 6-22: Predicted instantaneous noise footprints for increasing rotor azimuth angle, up to
a distance of 10 times the rotor diameter. The wind goes from left to right.

The footprints show two 'waves' of increased solgwdl, one in each cross-wind direction,
which start close to the turbine gt =90° and propagate outward with the speed of sound.
The wave on the side of the down-going blade isegged when the blade is around
¢ =30°, while the wave on the side of the upgoing blasigenerated when the blade is
aroundy =180 . After ¢y =180 the cycle repeats and both waves can be seeopagate
further to the edge of the footprints. The distaheéveen two successive waves is about 5
rotor diameters, which is consistent with the tipegiod of 1.33 s between the passage of two
blades (the RPM is 15) and a speed of sound ofn®40Due to the passage of these sound
waves from the blades, the noise levels in thesgvival directions vary significantly, while in
the up- and downwind directions the levels are equibnstant at large distances. This is
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illustrated in Figure 6-23, which shows the averagd swish (level variation) footprints for a
complete revolution. It can be seen that both foote do not change significantly beyond a
distance of a few rotor diameters. For both crosswdirections, theaveragelevel is lower
than in the up- and downwind directions, but tlagiation in level is larger. Even at a large
distance, trailing edge noise directivity and cartive amplification may cause swish
amplitudes up to more than 5 dB in the cross-wiinélctions. This may be an explanation for
the increased amplitude modulation reported in33:39], although it should be noted that at
large distances (beyond several rotor diametenmsatians in atmospheric conditions, which
are not modeled here, may also cause fluctuatiorise perceived noise level. Note that at
small distance to the turbine (one rotor diamewrpstantial swish is observed ail
directions, which is consistent with the measuremien

10 dB(A) 6 dB(A)

g o

Figure 6-23: Predicted average footprint (left) and swish footprint (right) for a complete
revolution.

6.6 Conclusions

A semi-empirical prediction method for trailing edgoise has been applied to calculate the
noise from two modern large wind turbines. The fotemh code only needs the blade
geometry and the turbine operating conditions asitinUsing detailed acoustic array and
directivity measurements, a thorough validatiorthaf predictions has been carried out. The
predicted noise source distribution in the rot@ngl (as a function of frequency and observer
position) shows the same characteristics as ine#periments: due to trailing edge noise
directivity and convective amplification, practigalall noise (emitted to the ground) is
produced during the downward movement of the bladmssing a swishing noise during the
passage of the blades. Good agreement is also foetwken the measured and predicted
spectra, in terms of levels and spectral shape. dedh turbines, the deviation between
predicted and measured overall sound levels (aaaibn of rotor power) is less than 1-2 dB,
which is smaller than the scatter in the experimletdta. Using a smoothed analytical trailing
edge noise directivity function, the turbine notieectivity is predicted within 1-2 dB, and
the swish amplitude in different directions within dB. This semi-empirical directivity
function shows similar characteristics as the tbgcal directivity function for a flat plate,
except for regions close to the plane of the blade validated prediction code is then
applied to calculate noise footprints of the windbtne as a function of rotor azimuth. These
footprints show that for cross-wind directions thesrage level is lower than in the up- and
downwind directions, but the variation in level lerger. Even at large distance, swish
amplitudes up to 5 dB can be expected for crosshdirections.
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Chapter 7

Aeroacoustic wind tunnel tests of wind turbine airfoils

Published as: P. Migliore and S. Oerlemans, Winthel aeroacoustic tests of six airfoils for
use on small wind turbines, Journal of Solar Enekmgineering Vol. 126, 2004 (reprinted
with permission).

Abstract

Aeroacoustic tests of seven airfoils were perforiimedn open jet anechoic wind tunnel. Six
of the airfoils are candidates for use on smalldwtarbines operating at low Reynolds
numbers. One airfoil was tested for comparison énchmark data. Tests were conducted
with and without boundary layer tripping. In somases, a turbulence grid was placed
upstream in the test section to investigate inflawbulence noise. An array of 48
microphones was used to locate noise sources gratase airfoil noise from extraneous
tunnel noise. Trailing-edge noise was dominantalbrirfoils in clean tunnel flow. With the
boundary layer untripped, several airfoils exhibbifure tones that disappeared after proper
tripping was applied. In the presence of inflowbtuience, leading-edge noise was dominant
for all airfoils.
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7.1  Introduction

The U.S. Department of Energy, working throughNttional Renewable Energy Laboratory
(NREL), is engaged in a comprehensive researchitéfomprove the understanding of wind
turbine aeroacoustics. The research is motivatedhbydesire to make use of the large
expanse of low wind speed sites that tend to beeclto U.S. load centers. Quiet wind
turbines are an inducement to widespread deploynsenthe goal of NREL's aeroacoustic
research is to develop tools for use by U.S. inmgliatdeveloping highly efficient, quiet wind
turbines for deployment at these low wind speeelssiNREL's National Wind Technology
Center (NWTC) is implementing a multi-faceted resbhaapproach that includes wind tunnel
tests, field tests, and theoretical analyses irctlisupport of low wind speed turbine
development by its industry partners. NWTC reseanschare working hand-in-hand with
industry engineers to ensure that research findangsavailable to support ongoing design
decisions.

The work described herein focuses on the experi@heagroacoustic analysis of six
airfoils that are candidates for use on small windbines having rated power of
approximately 20 kW or less. However, without knedde of both the aerodynamic and
aeroacoustic performance of airfoils, engineersfarstrated in making decisions on new
blade designs. This is particularly true for smahd turbines, which operate at low Reynolds
numbers of 1 million or less, at which airfoil agdyoamic characteristics are both sensitive
and difficult to predict. Thus, the present work shibe considered in the context of the
broader research effort that includes wind turemrlodynamicand aeroacoustictests. The
aerodynamic tests were conducted at the Univeo$itifinois at Urbana-Champaign, and the
aeroacoustic tests were conducted at the Netherlational Aerospace Laboratory (NLR)
in Emmeloord. The results, which are documentquliniished NREL reports [1,2], provide a
valuable airfoil database for designers who wishctmsider the tested airfoils and for
researchers who wish to use the results in codeatin efforts.

The primary factor that determines wind turbinedelanoise is tip speed, as most noise
sources scale with tip speed to the fifth or spthver. There is a limit, however, to the use of
tip speed reduction as a design tool for decreasiige. One consideration, particularly for
small wind turbines, is that low tip speeds impbwl Reynolds numbers, which imply
diminished aerodynamic efficiency. Furthermore,optimizing life cycle cost of energy,
lower tip speeds typically result in larger bladest and chord, along with increased tower
thrust and drive train torque loads. These facteesl to costlier components. Therefore,
although low tip speed is a prerequisite for lovisedturbines, it also makes good sense to
begin the rotor-optimization process with the gesetairfoils available. This assumes, of
course, that airfoils can be identified that arthlipiiet and aerodynamically efficient.

For the aeroacoustic tests described in this papertwo-dimensional airfoil models
were mounted between two acoustically treated etelpland tested with and without
boundary layer trips and a turbulence grid, atahmegles of attack and five wind tunnel
speeds corresponding to Reynolds numbers from @.2.@ million. Approximately 500
configurations were tested. Results were obtaimethé form of 1/3-octave band acoustic
'source plots' using conventional beamforming, whallows separation of source and
background noise. Further processing provided nesectra and overall sound pressure
levels. The principal objective was to obtain atige comparison of the prominent noise
sources for the tested airfoils and conditionsnifiicant results are presented as a comparison
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of noise emissions for the various airfoils, thituience of inflow turbulence on leading-edge
noise, and the effect of boundary layer trippingec8use this paper is a significant
condensation of the larger NREL report [2], mantade have been omitted.

7.2  Sources of wind turbine blade noise

We consider six sources that independently genexeteacoustic emissions [3,4]: inflow

turbulence, turbulent boundary layer trailing-edoperaction, separated flow, laminar

boundary layer vortex shedding, trailing-edge htess (von Karman) vortex shedding, and
tip vortex formation. These sources are superinghésdorm the total noise spectrum from a
wind turbine blade. The spectra are often summealmulate an overall sound power level.

Inflow turbulence noise is caused by the inteoactf atmospheric (or synthesized wind
tunnel) turbulence with the airfoil surface. In sorrases, as the data will show, it can be a
dominant source radiating from the airfoil leadiedge. In previous wind tunnel tests [5],
Hagg, et al. observed that airfoil thickness hddrge influence on inflow turbulence noise,
while camber and angle of attack appeared to bmpuoritant. The effect of leading-edge
radius was not conclusively demonstrated becausg¢ parameter was not varied
independently. Subsequently, Guidati, et al. [6hfcaned that increased airfoil thickness
leads to a reduction of inflow turbulence noise aethonstrated that a reduction could be
obtained by appropriately changing airfoil shapthait increasing thickness.

The other sources of noise are collectively cabérdoil self noise because they are
caused by the airfoil interacting with its own bdary layer and near wake. If the trailing-
edge thickness of the airfoil is very thin relatieethe boundary layer thickness, as was the
case for the models tested, trailing-edge bluntnesse will not be an important source. In
addition, two-dimensional airfoil models testedvibetn endplates do not have a tip vortex or
any associated noise, although interaction betvteerendplate boundary layer and model-
endplate juncture may cause extraneous noise.

Turbulent boundary layer trailing-edge noise isegaity considered the most important
source of airfoil self noise for modern wind turbiblades. It is caused by the interaction of
turbulent eddies in the boundary layer with thditg edge, with radiation enhancement due
to scattering. As the angle of attack increases ttiickness of the turbulent boundary layer
increases and large-scale unsteady structures ause qoise production from the trailing
edge. Fully separated flow (deep stall) causestiadi from the chord as a whole [7].

Laminar boundary layer vortex shedding noise iste@ by a feedback loop between
vortices being shed at the trailing edge and inl#ialvaves in the laminar boundary layer
upstream. This source of noise can occur on thegosuor pressure side of the airfoil and it
can be particularly annoying because it is oftemifeated in pure tones resulting from
feedback amplification. It is not likely to be imppant for large turbines operating at high
Reynolds numbers, but it may be significant for bmand turbines.

7.3  Airfoil models

Tests were conducted on seven airfoil models, éasing a 22.86-cm chord and a 0.51-m
span. Six of the airfoils are either being useccamsidered for use on small wind turbine
blades. These are the FX 63-137, S822, S834, (Belimpvan) SD2030, (Selig-Giguere)

SG6043, and (Selig-Hanley) SH3055. The models hosvs in Figure 7-1 along with a
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NACA 0012 profile (center of photograph) used dseachmark for comparison to previous
results obtained by the National Aeronautics anac8pAdministration (NASA) [7].

Figure 7-1: Wind tunnel airfoil models.

The airfoil models were built to exacting tolerasicén which the difference between the
specified and as-built surface was required to lihinv 0.05% of the model chord, or
0.1143 mm. Trailing-edge thickness was to be natgrehan 0.375 mm with 0.1875 mm as a
preferred upper limit. A coordinate-measuring maehiwas used to verify the final
dimensions, and in every case, the model geome&y within the specified tolerances.
Figure 7-2 shows a typical result. The noticealdeation at the trailing edge occurs because

the airfoil coordinates prescribe a trailing-edfgeckness of zero, which is impossible to
fabricate.

I — t

Figure 7-2: S822 airfoil model accuracy (difference between specified and measured
coordinates).

difference (in)

The NACA 0012 model was constructed of carbon-fitadaric pre-impregnated with epoxy
resin and cured at room temperature. Although tioetracy of this model was acceptable, we
decided to construct the remaining models of salitminum to accelerate the fabrication
process.

For tests with a fully turbulent boundary layeipping was initiated using zigzag tape of
width = 5% chord over the entire model span at 2% %20 chord on the suction and pressure
sides of the airfoil, respectively. The standaiig thickness was 0.25 mm, but for some
conditions, trips of up to 0.5 mm were used. In sarases, a stethoscope was employed to
verify whether the trips induced the desired boupdayer transition. The stethoscope was
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attached to an L-shaped total-pressure tube, whashtraversed manually over the surface of
the model. Transition from a laminar to a turbuleatindary layer was observed by listening.

Airfoil efficiency, as indicated by lift-to-dragatio, is expected to suffer with boundary
layer tripping. For example, the maximum lift-tcadrratio of the FX 63-137 airfoil degrades
from approximately 88 untripped to approximately Bipped at a Reynolds number of
350,000 [1]. This situation emulates the real warfdvind turbine blades, which are often
soiled by dirt, sand, rain, snow, or bugs. Desigremcommodate this reality by evaluating
rotor performance both clean and dirty (boundaygdauntripped and tripped). This is why it
was important to obtain airfoil aerodynamic andoaepustic data for both untripped and
tripped boundary layers.

7.4 Measurements and data analyses

The aeroacoustic tests were conducted in NLR's ISAwéchoic Wind Tunnel KAT
(Figure 7-3). This open-circuit wind tunnel, thesttesection of which is surrounded by an
anechoic room completely covered with foam wedggslds more than 99% sound
absorption above 500 Hz. Horizontal endplates avented to the upper and lower sides of a
rectangular 0.38 m x 0.51 m nozzle, providing aisgmen test section for airfoil noise
measurements. To suppress reflections, the endpdaite acoustically lined with layers of
sound-absorbing foam covered by perforated pl&ies.inflow turbulence measurements, a
turbulence grid consisting of diagonally orienteglindrical 12 mm bars with a mesh width
of 60 mm is installed in the nozzle. Although thanel is equipped with a force balance, that
information was not used in these tests.
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Figure 7-3: NLR anechoic wind tunnel set up with acoustically lined endplates and
microphone array.
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7.4.1 Test Section Calibration

To verify acceptable flow quality, a calibrationudy was performed using hot-wire
anemometers in the empty test section. Cross heswiere used to measure the turbulence
intensity and flow angularity with and without therbulence grid. Hot-wire traverses were
made in both cross flow directions for two Mach itoers,M=0.12 andV=0.18, at two axial
locations roughly corresponding to the positiorthe leading and trailing edge of the tested
models.

The test section calibration resulted in profilels axial velocity, axial turbulence
intensity, lateral turbulence intensity, and flomwgalarity. Without the turbulence grid, the
central part of the test section had turbulencelteof 1% or less. With the turbulence grid,
the levels increased to 9% and 5% at locationsesponding to the model leading and
trailing edges, respectively. Although the flow alagity increased slightly with increasing
speed and turbulence level, it always remainedimithin the central area of the test section.

7.4.2 Microphone Array

Sound pressure level data were acquired using aunstc array consisting of 48 “2-inch
LinearX M51 microphones mounted in an open gride Thicrophone sensitivities at 1 kHz
were determined prior to the tests using a pistonphand the frequency response of the
individual array microphones was taken from calibrasheets. No corrections were applied
for microphone directivity because this effecttie same for all airfoils and less than 2 dB for
angles up to 45and frequencies up to 15 kHz. Phase matching efnticrophones was
checked prior to the test using a calibration sewaca known position. Acoustic data from
the array microphones were synchronously measuragample frequency of 51.2 kHz and a
measurement time of 30 s. A 500-Hz high-pass fili@s used to enhance the dynamic range.

To obtain high resolution at low frequencies, éhey dimensions need to be rather large
(0.8 m x 0.6 ). The microphone pattern was designed for maxirsigia lobe suppression at
frequencies between 1 kHz and 20 kHz. The arrayplaeced outside the tunnel flow 0.6 m
from the tunnel axis, either on the suction or gues side of the model as dictated by the test
matrix. The relatively small distance between tirayaand the model was chosen to obtain a
maximum signal-to-noise ratio. The center of th@yamwas placed at the same height as the
tunnel axis. Thus, the levels measured by the aepyesent airfoil noise levels radiated in
the average direction of the array microphones.

There is experimental evidence that source dinggtis approximately the same for all
airfoils, as was shown by Brooks and HutchesorfdBtrailing-edge noise of symmetric and
cambered airfoils. We made this assumption in ceimganoise from different airfoils at a
single measurement position. The directivity measwants of the current experiment,
performed by moving the array from the suctionhi® pressure side, were consistent with this
assumption.

7.4.3 Test Program

Array measurements were made on the suction sidbeoix candidate airfoils, with and
without tripping and turbulence grid for three agbf attack. Tests were conducted at tunnel
speeds of 22.4, 32.0, 47.9, and 63.9 m/s corregpgrid Reynolds numbers of 350,000;
500,000; 750,000; and 1,000,000, respectively. NA&A 0012 airfoil was tested for the
same conditions as in Ref. [7]: with and withoup,trwithout turbulence grid, for four



Aeroacoustic wind tunnel tests of wind turbine airfoils 123

Reynolds numbers and five angles of attack. An\oger of the suction-side test matrix is
shown in Table 7-1. For a number of conditionssguee-side array measurements were also
made to determine directivity effects. Some mearargs were repeated with thicker zigzag
tape to assess its effectiveness in tripping thmbary layer.

Table 7-1: Test matrix showing measured Reynolds numbers (in millions) with the array on
the suction side of the model. For the six small-wind-turbine airfoils, all Reynolds numbers
were tested at geometrical angles of attack of 0°,10° and 18°, except the shaded boxes
(tested at 0°,5° and 10°). The NACA 0012 airfoil was tested at geometrical angles of attack
of 0°,4.5°,9.0°,12.0 and 16.5° to obtain the same effective angles of attack (0°,2°,4°,5.3¢
and 7.3°) as in Ref. [7].

Turbulence grid off Turbulence grid on
Airfoil Trip No trip Trip No trip
S822 0.20/ 0.35/ 0.50/ 0.20/ 0.35/ 0.50/ 0.20/ 0.35/ 0.50/ 0.20/ 0.35/ 0.50/
0.75/1.0 0.75/1.0 0.75/1.0 0.75/1.0

S834 0.20/0.35/0.50/0.74 0.20/0.35/0.50/0.y5 O0M@BK/ 0.50/0.75] 0.20/0.35/0.50/ 0.5
FX63-137 | 0.20/0.35/0.50/0.79 0.20/0.35/0.50/0.f5 0®BH/ 0.50/0.75] 0.20/0.35/0.50/ 0.15

SG6043 | 0.11/0.20/0.35/ 0.5 0.11/0.20/0.35/0.p(0.11/0.20/ 0.35/ 0.5( 0.5
SH3055 0.50/0.75/1.0 0.50/0.75/1.0 0.50/1.0 0.50/1.0
SD2030 0.20/ 0.35/ 0.50 0.20/0.35/ 0.50 0.20/ 0.50 0.20/ 0.50

NACA0012] 0.50/0.62/0.87/1.14 0.50/ 0.62/0.87/1.p2 0(62/0.87/1.12] 0.50/0.62/0.87/ 1.2

Using methods (based on lifting surface theory)liady Brooks, et al. [7] in NASA open
jet tests of NACA 0012 airfoils, the model angldsatiack ¢) set in the wind tunnel were
corrected to account for flow curvature and dowrtwdsflection. For the specific geometry
of our NLR tunnel tests, the effective angle o&eltt (x.r) was equal to the geometric angle of
attack ¢) divided by 2.26. The nominal, effective anglesatthck defining the test matrix
were @, 4, and 8.

In reporting open-jet tests of a NACA 63-215 airfBrooks and Hutcheson [8] note that
more accurate angle of attack corrections, whiatluoe camber effects, are available.
However, it was not clear to them how an increaséidement with camber effects would be
properly utilized. Therefore, they took a heuristfiproach to determine input angles, and the
same correction formulas were used as for symnagtecfoils. This same approach was
taken in the NLR tests reported here.

Although these angle-of-attack corrections additessntegral effect of the jet deflection,
the surface pressure distribution may differ sonavifom that over the airfoil in a closed
tunnel or in the atmosphere [9]. Consequently, blamy layer development over the tested
airfoils and the resulting sound emissions maydreesvhat different than for airfoils in free
flow (or for that matter, a wind turbine blade ogtérg in the atmosphere). This dilemma is
repeatedly confronted by researchers contemplagmacoustic tests in open-jet tunnels
instead of closed-wall tunnels, which have theinoxxing problems.

We chose to test at specific angles of attackeratan lift coefficients, to compare the
airfoils' acoustic emissions at the likely opergtipoints near their maximum lift-to-drag
ratios. Wind turbine blades, which are sometime=artland sometimes dirty, operate in
unsteady flow conditions. Thus, rather than opegatit a constant angle of attack, they
operate in an angle-of-attack range near the optinflable 7—2 contains airfoil aerodynamic
data at Re = 350,000 showing that the optimum apglattack for the S822, S834, and
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SD2030 is around®°8while the optimum angle of attack for the FX 6871 SH3055, and
SG6043 is closer to°4Thus, it is of little use to compare the S822Hhe FX 63-137, for
example, at a particular lift coefficient; but & meaningful to compare the S822 4tt8 the
FX 63-137 at 4 For consistency in presenting results, and tgbfynthe test matrix, all the
airfoils were tested at the same three anglesagiat

Table 7-2: Aerodynamic characteristics from Ref. [1] for tested airfoils with tripped boundary
layers at Reynolds number = 350,000. Airfoil thickness, chord, and angle of attack = t, ¢, and
a, respectively. C, = lift coefficient; I/d = lift to drag ratio. An asterisk (*) indicates that details
may not be published because of restrictions on the release of intellectual property data.

- t/c Camber | «° @ @ @ @ | o°range
Aol 1 oe) | e6) |a=o0] %m= | o | " | vy | Vdpe | ud mi
SH3055 | 165 . 65| 157] 15| 55 3 1] 2.2

s822 | 16.0 z 20| 115] 15| 45 8 0. 6-9

s834 | 150 z 20| 107 13| 43 8 0.4 6-9

Fx63-137| 136| 594 | 7.0 153 14| 56 3 i 2-4
SG6043 | 100| 550 | 54 144 14| 4 3 o 2-3
SD2030 | 86| 225 | 22 117 12| 54 8 b 7-d

7.4.4 Data Processing

Processing methods and computer programs are meégtdan the test report [2], but details
are not discussed there and cannot be discussedbkernuse of their proprietary nature.
Conventional beamforming was applied to obtain atiousource plots, such as the one
presented in Figure 7-4. The effect of sound réifvadoy the tunnel shear layer was corrected
using the Amiet method [10], and the array scan@hlaas placed in the plane of the model
and rotated in accordance with the angle of attdskng these source plots, noise originating
from the model was separated from background noise.
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Figure 7-4: Acoustic source plots for the untripped NACA 0012 airfoil at 39.6 m/s and a=0°
(array on pressure side) illustrating prominent trailing-edge emissions. Flow direction is from
left to right. x [m] and y [m] are distances from the nozzle exit and the model centerline,
respectively, in meters. The dynamic range is shown on the vertical scale in dB. Figures 7-5,
7-6 and 7-9 are similarly labeled.

Special measures were taken in the beamformingpso€irst, the main diagonal in the cross
power matrix (auto powers) was discarded to sugpties influence of tunnel background
noise. Second, a spatial window was applied tontf@ophone signals to reduce effective
array aperture with increasing frequency and redobterence loss effects.

For quantitative comparison of different airfodad conditions, the array results were
processed to obtain narrowband or 1/3-octave-bpadts for specific source regions (again,
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the main diagonal in the cross power matrix wasatded). The acoustic data were processed
using a block size of 2048, yielding a narrowbamrdjfiency resolution of 25 Hz. By defining
an integration contour around the mid-span of thedeh extraneous noise sources at
junctions of the model and end plates were suppdesad preliminary review of the test
results showed that for measurements without ttimitence grid, noise was radiated from the
trailing edge of the model. Therefore, in thoseesagshe mid-span integration area was
centered on the trailing edge. This process istilded in Figure 7-5. For measurements with
the turbulence grid, the dominant noise sourceatagrved to be located at the leading edge
of the model. In those cases, the integration aoni@s centered on the leading edge.

3150_Hz PWL
2@ . (dB)
I
E 0 1 >
= il
-01
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0 02 04 0B
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Figure 7-5: Acoustic source plot (left) indicating noise source locations in the plane of the
model. The model contour is indicated by the (black) vertical rectangle. Flow moves from left
to right. The (pink) horizontal rectangle indicates the trailing-edge integration contour used to
translate acoustic source plots to airfoil noise spectra. For measurements with the turbulence
grid, a leading-edge integration contour was used.

Because the integration area cuts through thesbiiece region at the leading or trailing edge,
'leakage’ from sources outside the integration ismtecathe integration contour, and vice versa,
will occur. The magnitude of this effect depends amay resolution, and therefore on
frequency. To account for this effect, a ‘'line s®ucorrection' was applied using simulations
similar to those described by Oerlemans and Sijtiidh The resulting spectral levels are
Sound Power Levels produced by 10 cm of span. fifnisedure was validated by comparing
the trailing-edge noise spectrum from array measargs to the sound levels at the central
array microphone for a noisy trailing-edge casd.[12was found that thebsolutelevels
agreed within approximately 2 dB. Thelative accuracy of the sound levels, determined
from repeat measurements on the same airfoil, paoaimately 0.5 dB.

7.4.5 Extraneous Noise Sources

In some cases, the airfoil noise levels were so tloat, despite the procedures described
above, the spectra were dominated by extraneoud timnel noise sources. To facilitate
rapid judgment of the validity of the measured Isyprocedures were developed to indicate
the importance of tunnel noise in the spectra.

For a significant number of conditions, the tragiedge noise levels were influenced by
extraneous sources at the model-endplate junctiimsse ‘corner sources' are illustrated in
Figure 7-6. A routine was developed to determireithportance of these corner sources and,
in cases in which their influence on the trailimtge noise level is more than 1 dB, to
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calculate an upper limit for the trailing-edge moisvel. In graphs of the trailing-edge noise
spectra, these upper limits are indicated by trsemde of a marker (plotting symbol) at that
specific frequency. If significant corner source® absent, calculated noise levels are
assumed absolute, and a marker is placed at tleatfispfrequency on the spectral plots.

These data processing methods were successfdlatiig the corner sources and mitigating
their influence on calculated noise levels. Funtiae, toward the end of the test program, a
technique was identified for physically reducing torner sources [2]. A treatment of porous
foam in the small spaces between the model andrttiplates resulted in a drastic reduction
(up to 10 dB) in broadband noise of the corner ceamirin future tests, this technique will

enable the detection of very low trailing-edge adevels [12].
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Figure 7-6: Acoustic source plots for tripped S822 airfoil at 47.9 m/s and a=0° (array on
suction side). Note the extraneous 'corner sources' in contrast to the uniform sources shown
in Figure 7-4.

For measurements with the turbulence grid in plhegkground noise from the grid itself,
rather than corner sources, often obscured thenigadige noise levels. In those cases,
leading-edge noise levels were compared to thosginaol in the empty test section (with
turbulence grid) for the same speed. If the leadidge noise level was at least 6 dB higher
than the background noise level, a marker is platgtiat specific frequency on the spectral
plots. Absence of a marker indicates that the saldetvel was influenced by grid noise.

7.5 Results

A large amount of data was acquired and analyzethénexperiments, but only a small
amount can be presented in this paper. The readgr wish to obtain the full NREL
report [2], which includes graphical presentatiamsl narrative discussion of the following
topics:

» Test section calibration data

* Sound power levetrailing-edge noise spectra for the six small wind turbine aisfo
tested, including the effect of boundary layerpiig

» Comparison of trailing-edge noise data to benchrskiCA 0012 data [7]

* Sound power leveleading-edgenoise spectra for the six small wind turbine aisfo
tested, including the effect of boundary layerging

* Normalized leading and trailing-edge noise speditstrating collapse of data for
different speeds

« Emission of pure tones for several airfoils, indhgdsuppression by aggressive boundary
layer trips
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« Directivity tests with the microphone array on bgtessure and suction sides of the
model

» Leading- and trailing-edge noise comparisons fbaigioils at 32 m/s and several angles
of attack

» Discovery of techniques to significantly reducerareous corner source noise.

7.5.1 Trailing-edge Noise Spectra

Figure 7-7 illustrates typical trailing-edge nomgectra obtained from acoustic source plots
such as those shown in Figure 7-4. Results fortripped boundary layer exhibit smooth

broadband spectra typically associated with trgilige noise. Results for the untripped
boundary layer show some significant peaks thatlmmssociated with laminar boundary
layer vortex shedding [7]. The frequency of theksemcreases with speed at the angle of
attack shown.

o=0.0° (oceff=0.0°), no trip

=0.0° (_=0.0°), trip

70+ . 70 .
60 e, - 60 s 1
a ..
z
1 50 . 50 .
=
o
40 . 40+ .
30+ 8 30 .
1000 10000 1000 10000
o=10.0" (o =4.4°), trip o=10.0" (ot ;=4.4°), no trip
70+ . 70 .
60 .. . 60 .
a N > e,
z
1 50F . 50 .
=
o
40 . 40+ .
30+ . 30 .
1000 10000 1000 10000
Frequency (Hz) Frequency (Hz)

Figure 7-7: Trailing-edge noise spectra for the S834 airfoil (array on suction side) plotted
versus frequency in Hz. __ 224 m/s; _._ 32.0 m/s; ... 47.9 m/s. As explained in Section 7.4.5,
upper limits are indicated by the absence of a plotting symbol. Symbols indicate absolute
noise levels.

We investigated the directivity of trailing-edgeis® by conducting certain tests with the
array first on the suction side and then on thequne side. The directivity was found to be
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symmetrical about the chord, as demonstrated byr&ig-8. Speed dependence, occurrence
of tones, and comparison between different airfwilsbe discussed in subsequent sections.
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Figure 7-8: Trailing-edge noise spectra for S822 airfoil at 32 m/s. __ array on pressure side;
_._ array on suction side. Note the symmetry about the chord, suggesting uniform directivity.

7.5.2 Leading-edge Noise Spectra

When the airfoils were tested with the turbulencé gnstalled in the tunnel, inflow
turbulence noise (indicated by a source at theingagldge) became dominant for all airfoils.
This was clearly indicated in the source plots (Fég7-9), which reveal no prominent
trailing-edge emissions. The peak levels in thes®plots do not exactly coincide with the
model leading edge, probably because the deflectidhe open jet is not taken into account
in the array processing. However, using an intégmatontour (Figure 7-5), the peak is
captured anyway. The dynamic range of the sourats ptas 12 dB, which implies that the
leading-edge source was much stronger than théngr&dge source. For example, at
47.9 m/s an@d=10°, the peakeading-edgenoise level for the S834 airfoil (Figure 7-10) hwvit
the turbulence grid was approximately 83 dB compdcea peaklrailing-edge noise level
(Figure 7-7, trip) of 59 dB without the grid. Withe turbulence grid, tripped and untripped
results were identical, and leading-edge noisectiiiey was found to be symmetrical around
the chord.
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Figure 7-9: Leading-edge noise from SD2030 airfoil with trip, with turbulence grid, at a tunnel
speed of 32.0 m/s and a=18 °(array on suction side). Note the dominance of the leading-edge
sources.
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It is important to note that the level of turbulenia the tunnel was much greater than that
which is usually experienced in the atmospherey@ital rotor speeds. Therefore, it should
not be concluded from these experiments that inpflesence of atmospheric turbulence,
leading-edge noise would dominate wind turbine aswastic emissions, at least on the
A-weighted scale. To the authors' knowledge, thenymanalytical and empirical studies

reported in the literature do not conclusively destoate a relationship between ingested
turbulence characteristics and inflow turbulencis@oAdditional research is needed to better
understand this matter.
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Figure 7-10: Leading-edge noise spectra for S834 airfoil (array on suction side). __ 22.4 m/s;
_._32.0m/s; ... 47.9 m/s. Note that the levels are much higher than the trailing-edge noise
spectra shown in Figure 7-7.

7.5.3 Normalized Noise Spectra

To investigate the speed dependence of the airfide levels, it is useful to normalize the
noise spectra (Figure 7-11). Here, the normalizednd power level is given by
PWL,,m, = PWL-10log U". PWL is the airfoil sound power level determined fromag
measurements, and the exponént denotes the speed dependence of airfoil noisdsleve
PWL,,, is plotted against Strouhal numbéc/U , where f is the acoustic frequency and
c is the model chord. Typically, Strouhal scalind&sed on boundary layer thickness, but
because that information was not available, theehddord was used.

The best data collapse was obtained for a valuthefexponenin = 4.5 determined
iteratively. The S834 airfoil data in Figure 7-Klprovided for illustration, but review of the
spectra for all airfoils showed very good data aypdle for trailing-edge noise imipped
conditions. For a given angle of attack, the tngdedge noise levels at different speeds
coincided within 1-2 dB. Because normalizationamis of St and PWL, ., works well for
the turbulent boundary layer trailing-edge noisgegimental results for one speed can be
extrapolated to other speeds within the rangeezfuencies investigated.

The optimum value o= 4.5 is slightly lower than the value of= 5.0 that was found
in earlier studies [4] and is generally expectedieAson for this discrepancy could be that
despite several measures taken to reduce cohdoms;ehis effect still plays a role, resulting
in lower levels at high wind speeds. On the otherdh several studies [13,14] of slat noise,
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which may be regarded as a trailing-edge noise argsin, also find a value ofi= 4.5. This
may be an indication that some physical basis kistscaling at this exponent.
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Figure 7-11: Normalized trailing-edge noise spectra for the S834 airfoil (array on suction side)
plotted versus Strouhal number, St= f(‘/ U._ 224m/s;_._32.0m/s; ... 47.9 m/s.

For untrippedconditions, peak Strouhal numbers for differerdesfs were found to coincide
within about 30%. A slight increase St with increasing speed suggests that a better
collapse of peak frequencies could be obtaineddyguthe boundary layer thickness as the
length scale inSt, rather than chord [7], because boundary layektigss at the trailing edge
will decrease with increasing Reynolds number.

The spectral levels for thentrippedresults did not collapse as well as for thpped
data. Other values of the exponemtdid not significantly improve the collapse. This
illustrates that the normalization in terms 8t and PWL,,,,, was not very successful for the
complex feedback mechanism associated with lantiaandary layer vortex shedding noise,
which is an important source for untripped airf@itdow Reynolds numbers.

We also normalized the leading-edge (inflow tuelgk) noise spectra in a manner
similar to that described for trailing-edge noiséhe best collapse of data was obtained for
the exponentm=6, which is in good agreement with theoretical pcédns for low
frequency inflow turbulence noise [4]. Figure 7drdvides an example for the S822 airfoil.
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Figure 7-12: Normalized leading-edge noise spectra for tripped S822 (left) and S834 (right)
airfoils (array on suction side). __ 224 m/s; _._32.0m/s; ... 47.9m/s; __ 63.9 m/s.

7.5.4 Comparison to Benchmark

Acoustic measurements on the NACA 0012 airfoil ¢éedlirect comparison to benchmark
data from NASA [7]. The tested airfoil shapes ahdrds were identical, and in both studies,
the model was mounted between endplates attachegpisite sides of a rectangular tunnel
nozzle. There were some differences in the manhbowendary layer tripping, but the NLR
measurements were performed at the same tunnalsped effective angles of attack as the
NASA study.
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Figure 7-13: Trailing-edge noise spectra for the NACA 0012 airfoil at 55.5 m/s.
___NLR data (array on suction side); _._ NASA data [7].

Detailed comparisons of the test results are beyloadcope of this paper, but in general, the
spectral characteristics (Figure 7-13) agreed. dvaad spectra for the tripped cases and
spectral humps (tones) for a number of untrippestsavere reproduced. Theped results
revealed an interesting difference between the NA®A NLR data. Although the sound
power levels compared well for intermediate freques, the NASA data consistently
exhibited a hump around 1 kHz that did not appedhé NLR data. Possible explanations for
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this behavior are the topic of continuing dialogamong NLR, NASA, and NREL

researchers. Issues include differences in the erasfrboundary layer tripping (NASA trips
were more severe) and differences in measuremehnitpie (NASA used a 2-microphone
correlation method and NLR used a 48-microphonayarr

7.5.5 Pure Tones

One of the most interesting observations of the ¢ampaign was the presence of intense,
narrowband peaks in the trailing-edge noise spédotraeveral airfoils at different operating
conditions. These are called ‘pure tones' and areejved as such by a listener. They are
illustrated in Figure 7-14 for the trailing-edgeis® spectra of the untripped S83410°),
SG6043 ¢=0°), and SD2030aE0°) airfoils. The nature of these tones was irigagtd in
more detail at 22.4 m/s because they were mosoprared at this tunnel speed. The spectra
for these cases show peaks at around 1 kHz andzZdHall three airfoils. The angle of
attack range for which these tones occurred wamatstd by listening in the test section
during asweep of angle of attack. This gave the followiagges: 7.5°#<13° for S834,
-8°<g<2° for SG6043, and -103<4° for SD2030.
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Figure 7-14: Narrowband trailing-edge noise spectra for three untripped airfoils that showed
intense tones (U=22.4 m/s; a=10° for S834, a=0° for SG6043 and SD2030).

Although such tones sometimes result from bluntitigredge vortex shedding, the
extremely thin trailing edges of the models mads timlikely. Calculations of the Strouhal
number (St), which is approximately 0.2 for von Karman vortgxedding, confirmed this
was not the cause. We hypothesized, therefore ldahdhar boundary layer vortex shedding
caused the tones. To investigate this hypothessapplied a different thickness of zigzag
tape and observed the effects. By tripping one aidke airfoil at a time, we could determine
where the tones originated. For the S834 and SD20&dils, the tones originated from the
pressure side; whereas for the SG6043 airfoil, ttimees originated from the suction side.
Stethoscope measurements on the pressure sidee afnthipped S834 model indicated a
laminar boundary layer up to about 80% chord. Wiipping, transition to a turbulent
boundary layer occurred directly behind the trigp%t chord. This observation supported the
hypothesis that the tones were due to laminar bemyridyer vortex shedding.
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The sensitivity of the tones to trip thickness vimgestigated in more detail for the S834
airfoil, with results shown in Figure 7-15. The tijpped case shows the narrowband peak at
925 Hz and the harmonic at 1850 Hz. It can be gbahthe standard trip thickness of
0.25 mm on both sides of the airfoil was not effextin fact, the level of the tones increased
slightly with respect to the untripped case, amduanonic appears at 2775 Hz. Application of
a slightly thicker trip (0.30 mm) on the pressur@gescaused the spectral level to decrease
dramatically and the 925 Hz and 1850 Hz tones toistacompletely. Interestingly, the
broadband level decreased even further after té@iaa of a 0.30 mm trip on the suction
side.
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Figure 7-15: Narrowband trailing-edge noise spectra for S834 airfoil at 22.4 m/s and a=10°
as a function of trip thickness on pressure side (PS) and suction side (SS). A thin line
indicates that these spectral values are an upper limit for the trailing-edge noise level.

Another interesting observation was that the tatisappeared in the presence of upstream
turbulence. Observation of the source plots wittl without the turbulence grid showed that
the inflow turbulence removed the trailing-edgeetmnand the grid noise became dominant.
Although direct evidence of boundary layer traositivas not obtained, the inflow turbulence
evidently interrupted the feedback mechanism resiptenfor the tones.

7.5.6 Comparison of Airfoils

An important objective of the wind tunnel tests w@®bserve the noise levels of the different
airfoils. A common point for comparing all modeldss at 32 m/s and angles of attack of 0°,
10°, and 18°. (The NACA 0012 data were taken digatty different speed of 31.7 m/s and
angles of attack of 0°, 9.5°, and 16.5°.)

The NREL report [2] compares the trailing-edge aapectra of the different airfoils.
For the untripped condition, the noisiest airfailsre the SD2030 and SG6043 at 0° and the
NACA 0012 and S834 at 10°. For the tripped conditipure tones were eliminated and noise
levels were reduced for most airfoils. Figure da7which tripped and untripped spectra are
displayed side-by-side, illustrates this trend.haligh the comparison among airfoils was
obscured by the fact that for many frequencies ombper limits are available (see
Section 7.4.5 above), it appeared that, for thppéd case, the FX 63-137 and SH3055 airfoils
were somewhat noisier than the others. These dditseng are reflected in Figure 7-16, which
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shows the A-weighted overall sound power level iole by summing the 1/3-octave band
sound pressure levels between 0.8 kHz and 12.5 Kitzse overall sound power levels are an
upper limitfor the actual two-dimensional trailing-edge noise
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Figure 7-16: A-weighted overall trailing-edge noise levels at 32 m/s.

We also compared the inflow turbulence noise spefttr the airfoils. Because the results
were unchanged for tripped and untripped conditiady tripped data were examined.
Differences in leading-edge noise of 8 dB were plexk between the quietest and noisiest
airfoils. By examining these results in relatioqsta the airfoil shapes, we observed a general
trend: the thinner the airfoil, the higher the dmfl turbulence noise. This trend is
demonstrated in Figure 7-17, which plots the A-lueed overall noise levels for three angles
of attack. These were obtained by summing the tf&8ve band levels between 1 kHz and
2.5 kHz, where airfoil noise is attributed to inloturbulence. Data in Figure 7-17 are
presented from left to right in the order of desieg airfoil thickness.

It is important to note that comparing airfoil n@idata at theameangle of attack can be
misleading because the airfoils may operatdifé¢rentangles of attack. For example, peak
aerodynamic efficiency for the FX 63-137 occursuaiao = 4, while the S822 is best around
a = & [1]. Therefore, to estimate which airfoil will beuigter, we must compare at their
respective design points (angle of attack, Reynoigaber, surface condition, and tip speed).
Following this logic, Figure 7-16 suggests thattriéiling-edge noise is dominant, the
FX 63-137 ger=4.4, a=10) is likely to be quieter than the S822+7.9, «=18"). However,
the S822 trailing-edge noise spectra in Ref. [2] hasharp peak between 1 kHz and 2 kHz,
indicating laminar boundary layer vortex sheddimgl @ boundary layer that was not fully
tripped. This demonstrates that simply comparintp d#t the same Reynolds number is
insufficient. Thecharacterof the boundary layer, in particular the extentlahinar flow,
must also be simulated. In fact, the data showatttte tripped FX 63-137 and S822 had no
tones and that the S822 was actually quieter theurX 63-137.
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Figure 7-17: A-weighted overall leading-edge noise levels at 32 m/s. Airfoils are presented
from left to right in the order of decreasing thickness (and increasing inflow turbulence noise
at a=09.

7.6 Summary

Large amounts of high quality data were obtainedHe airfoils tested in this project. This is
attributed to precise models and rigorous test atsthOne consequence of this precision was
that trailing-edge-bluntness vortex shedding ndisenot materialize, owing to the extremely
thin trailing edge of the models. We believe mogedcision also contributed to the good
agreement obtained with the NASA data for the specharacteristics of the NACA 0012
airfoil, although a discrepancy in sound power letéelow 2 kHz is still being investigated.

In quiescent inflow, trailing-edge noise was doami Test results suggest that untripped
airfoils operating at low Reynolds numbers (< lliowl) can be expected to exhibit pure tones
at some angles of attack. For example, it was comto®bserve tones of 10 — 15 dB above
the broadband level. This was attributed to lamimaundary layer vortex shedding. It was
also observed that proper tripping eliminated porees and reduced broadband noise. Even
those airfoils that did not exhibit pure tones eigeed a reduction in sound power level of
up to 3 dB(A) when tripped. In highly turbulentflow, pure tones disappeared, probably due
to the suppression of the laminar boundary laydf@rdisruption of the feedback mechanism
responsible for laminar boundary layer vortex slirgidoise.

In considering the sound emissions of differentdatirbine airfoils, it is not appropriate
to compare at the same lift coefficient. It is momportant to compare at the angle of attack
expected at the design condition, which may vagwificantly from one airfoil to another. By
this criterion, the tested airfoils exhibited ndyadifferent turbulent boundary layer trailing-
edge noise levels. This source, which is likelyb® dominant for typical wind turbines,
differed by as much as 6 dB(A) among the airfalsted.

Leading-edge inflow turbulence noise became thmidant source, masking trailing-
edge noise, in the presence of severe upstreamiéade. A trend was observed of increasing
inflow turbulence noise with decreasing airfoil dkmess. Whether this is attributable to
thicknessr tosharpnesss unclear because, as in previous research [B&]ing-edge radius
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was not independent of airfoil thickness in outge$his may be a moot point because there
is a strong correlation between the two geometetabutes.
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Abstract

Acoustic field measurements were carried out od-sndiameter three-bladed wind turbine,
with one standard blade, one blade with trailingjeederrations, and one blade with an
optimized airfoil shape. A large horizontal micrapie array, positioned at a distance of about
one rotor diameter from the turbine, was used tatk and quantify the noise sources in the
rotor plane and on the individual blades. The atogsurce maps show that, for an observer
at the array position, the dominant source fortthgeline blade is trailing edge noise from the
blade outboard region. Due to convective amplifazaand directivity, practically all of this
noise is produced during the downward movementheflilade, which causes the typical
swishing noise during the passage of the bladeth Bwdified blades show a significant
trailing edge noise reduction at low frequenciebjclw is more prominent for the serrated
blade. However, the modified blades also show diigaat high frequencies, which is mainly
radiated during the upward part of the revolutiand is most important at low wind speeds
due to high tip loading. Nevertheless, averagealapise reductions of 0.5 dB and 3.2 dB
are obtained for the optimized blade and the smirblade, respectively.
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Nomenclature

D Trailing edge noise directivity function

f Frequency

M Local blade inflow Mach number

N Number of measurements

P Rotor power

St Strouhal number {J° /U )

U Local blade inflow velocity

ui10 Wind speed at 10 m height

o Misalignment angle between array and wind turbine

5 Trailing edge boundary layer displacement thickness

& Standard deviation of the mean (standard errof)/(ﬁ)

6 Angle between blade chord line and source-obsdiner
é Angle between blade flow velocity and source-obseline
1% Standard deviation

1) Angle between blade plane and plane containingcchwe and observer
v Blade azimuth angle

8.1 Introduction

Wind turbine noise is one of the major issues far widespread use of wind energy. For a
modern large wind turbine, aerodynamic noise frbm lilades is generally considered to be
the dominant noise source, provided that mechamo#de is adequately treated [1]. The
sources of aerodynamic noise can be divided intiwibself-noise and inflow-turbulence
noise. Airfoil self-noise is the noise producedthg blade in an undisturbed inflow, and is
caused by the interaction between the boundary kye the trailing edge of the blade. Self-
noise can be tonal or broadband in character, andlb@a caused by several mechanisms, such
as turbulent boundary layer trailing edge inteacthoise (subsequently denoted as trailing
edge noise), laminar boundary layer vortex sheddimige, trailing edge bluntness noise, or
blade tip noise. Inflow-turbulence noise is causgdhe interaction of upstream atmospheric
turbulence with the blade, and depends on the githeoi conditions. It is an open issue to
what extent inflow-turbulence noise contributes ttee overall sound level of a wind
turbine [2].

Due to the large number of applications (e.g. wimthines, airplanes, helicopters, fans),
the characteristics of airfoil noise have been stigated extensively in both experimental and
theoretical studies [3-13]. Both inflow-turbuleraed self-noise mechanisms were considered
and the dependence on parameters such as flow, spegld-of-attack, radiation direction,
and airfoil shape was characterized. These stdidiesed the basis of several semi-empirical
wind turbine noise prediction models, which werdidated by comparison to field
measurements [14-20]. Since the field results gmiyided the overall sound level of the
turbine, the relative importance of the differenéahanisms was determined mainly on the
basis of the predictions. In some studies inflovbtilence noise was regarded to be the
dominant source [11,14-16,18], while others considetrailing edge noise to be
dominant [17]. In another case, the turbine naisdifferent frequency ranges was attributed
to mechanical noise, trailing edge noise, tip naasel inflow-turbulence noise [19].
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In a few studies, source location measurements \wertormed to provide more direct
information on the source mechanisms [21-25]. ®saillts from [21-23] were obtained using
an acoustic parabola or a linear array of microgpmnd focused only on the horizontal
(downward) blade positiony£90°). In [24,25], a large two-dimensional micropboarray,
positioned on the ground about one rotor diamegterind of the turbine, was used to localize
the noise sources in the complete rotor plane anthe individual blades, for two different
wind turbines. It was shown that practically alcoeded noise was produced during the
downward movement of the blades. This strongly asgtric source pattern, which causes
the typical swishing noise during the passage eflifades, was explained by convective
amplification and trailing edge noise directivifyhe following directivity function for trailing
edge noise was used [26]:

D=23in2 @12 sir‘?¢), ©.1)
(1-M cos¢ ¥

where @ is the angle between the blade chord line andsthece-observer lineg is the
angle between the plane of the blade and the glan&ining the chord line and the observer,
& is the angle between the (inverted) local bladleinvelocity and the source-observer line,
and M is the local blade inflow Mach number (see Figgiwefor definition of angles).

trailing edge
source

chord line

Figure 8-1: Definition of angles for trailing edge noise source.

The numerator in Eq. (8.1) describes the diregtiofthigh-frequency trailing edge noise, and
indicates that most of the noise is radiated indinection of the airfoil leading edge. It was
analytically derived for edge noise from a semirité flat plate [6,27], but was also found to
be valid for finite airfoils [9], provided that thengle & is not too close to 180°. In the limit
for low-frequency dipole noise, where the acoustiwelength is much larger than the airfoil
chord, theSinZ(H/ 2) term changes intsin® @ [5,26]. Nevertheless, in [24] Eq. (8.1) was
found to be valid for the whole tested frequenayge including the low frequencies where
the acoustic wavelength was of the same order asbldde chord. The denominator in
Eq. (8.1) represents th& #ower convective amplification factor for trailirglge noise [28],
and indicates that the noise source becomes laulten it is moving towards the observer.
Many studies have addressed the reduction ofilainfavind turbine noise. Since inflow
turbulence noise and trailing edge noise both seétle approximately the "5 power of the
local blade inflow velocity [5,6,24], an obvious ams for noise reduction is to reduce the
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rotor RPM or rotor diameter. However, these measatso reduce the power output of the
turbine [1]. The same holds for increasing the élpdch angle (i.e. turning the blade leading
edge against the wind): this reduces the localeanfjhttack and therefore the noise, but due
to the reduced lift also the power production. Thile challenge is to achieve a noise
reduction without a reduction in power output. Wigigard to tip noise, which depends on the
characteristics of the tip vortex, it has been destrated in several studies that the tip shape
can have a significant influence on the noise fiwind turbine [1,6]. The importance of
inflow-turbulence noise depends on the structur¢hefatmospheric turbulence and on the
shape of the blades. It has been shown both expetaty and numerically that inflow
turbulence noise levels increase with increasimarfmness’ of the airfoil leading edge [10,13].

With regard to trailing edge noise, a number ofluction concepts have been
investigated. After it had been shown theoreticttigt the acoustic radiation efficiency of a
trailing edge can be reduced by serrations [29] Sgure 8-2), this concept was investigated
in a number of experimental studies on 2-D airff8id], model wind turbines [31,32], and a
full-scale wind turbine [23]. In [31], serrationsere applied to a 16-m diameter model wind
turbine, and depending on the flow conditions oNeraise reductions of up to 3.5 dB were
obtained. In order to prevent increased noisegit frequencies, it was found to be critical to
align the plane of the serrations with the trailedge flow. In [23], serrations were applied to
a 1 MW wind turbine, and an overall noise reductmn?2-3 dB was obtained, despite
increased noise at high frequencies. It shoulddtedhthat the measurements in [31,23] only
focused on the horizontal (downward) blade posi{igr90°), which may give an incomplete
picture.

Figure 8-2: Climber removing trips from serrated blade.
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An alternative concept for trailing edge noise i&ihn is the application of flexible trailing
edge brushes. The brushes align automatically thightrailing edge flow and have shown
significant noise reduction potential in wind tuhrtests on flat plates and on a 2-D
airfoil [12,33]. However, a first attempt to appllgis concept to a full-scale wind turbine
yielded a reduction of only 0.5 dB [34], possiblgchuse the improvised brushes were too
short. Finally, it has been shown in calculationsd aind tunnel tests on 2-D airfoils that
trailing edge noise can be reduced by a modificatibthe airfoil shape, without a loss in
aerodynamic performance [35]. Note that in the ocafs@n acoustically optimized airfoil
shape, trailing edge noise is reduced by changimg structure of the boundary layer
turbulence, whereas serrations or brushes are reeaffect only the scattering at the trailing
edge. Thus, the effects of an optimized airfoilpgghand brushes or serrations are expected to
supplement each other.

The present study concerns acoustic field measursnua a 2.3 MW, 94-m diameter
wind turbine with one standard (baseline) blades blade with an acoustically optimized
airfoil shape and one standard blade with traidge serrations. The tests were performed in
the framework of the European SIROCCO (Silent Rotby Acoustic Optimisation)
project [34]. Building on the results from earliwmd tunnel studies on a model rotor [32],
the subject of the project was the design, testamgl full-scale validation of quiet wind
turbine blades, without a loss in power performaircan earlier stage of the project, acoustic
field measurements on the baseline turbine [25icaidd that trailing edge noise from the
outer 25% of the blades was the dominant noisecsofar this turbine, and that the three
blades produced practically the same sound predsweds: the average overall sound
pressure level (OASPL) for the three blades ditfelog less than 0.15 dB, and for the two
standard blades that were used again in the preaergaign less than 0.05 dB.

Subsequently, optimized airfoil shapes were desigmal assessed through aerodynamic
and acoustic wind tunnel tests on 2-D airfoils - The principle of the airfoil design was
to reduce the dominant low-frequency (<1 kHz) ingiledge noise peak in the spectrum
(which is due to the thick suction side boundagel$, by reducing the loading of the suction
side, at the expense of an increased pressuréosidiag (which causes a slightly higher noise
level at less important medium frequencies of 1H%)k[35]. The wind-tunnel tests showed
2-3dB reduction in OASPL (depending on lift coei#int) [34], and an improved
aerodynamic performance for the newly designeaitsifeven though severe geometric and
aerodynamic constraints had to be considered imésegn (to enable implementation in the
existing blade structure). The new airfoil was tieeorporated in the design of the outer part
of the optimized blade (subsequently denoted aStROCCO blade). The twist distribution
of the SIROCCO blade was modified such that thedigtribution was approximately the
same as for the baseline blade.

In addition to the new blade design, the third rdiiade was used to test a second noise
reduction concept, trailing edge serrations. Theaged blade had the same nominal geometry
as the baseline blade (including the twist distidn). From power and loads measurements
on the baseline and modified rotor, it was fourat the in-plane and out-of-plane blade loads
on the serrated blade (and, to a lesser extertd, aisthe SIROCCO blade) were slightly
higher than on the baseline blade, causing thedgeamic performance of the modified
blades to be similar or slightly better than thedbiae blade [34].

The main goal of the present test campaign wasgesa the acoustic performance of the
two modified blades versus the baseline bladerderoto assess the effect of blade roughness
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due to dirt or insects, the blades were testedoth blean and tripped conditions. A large
horizontal microphone array, positioned at a distaof about one rotor diameter from the
turbine, was used to measure the distribution ®fthise sources in the rotor plane and on the
individual blades. Since the array position wagdi>and the wind direction varied, both up-
and downwind measurements were performed. In tegept paper the acoustic array results
are presented and analyzed. The noise charadateristithe three blades are investigated as a
function of wind speed, rotor azimuth angle, andeawler position (upwind or downwind), for
clean and tripped conditions. Section 8.2 desctibegest set-up, test program, and the array
processing methods. In Section 8.3 the resultprasented and discussed. The conclusions of
this study are summarized in Section 8.4.

8.2 Experimental Method

8.2.1 Testset-up
The measurements were carried out in March/Aprd2@n the same General Electric
2.3 MW prototype test wind turbine that was usedhi@ baseline test campaign in 2005. It
had a rotor diameter of 94 m, a tower height of &j0and was located on the Netherlands
Energy Research Foundation test site in the Wiermger (The Netherlands). The turbine
control system adjusted the RPM and blade pitchieadgpending on the wind speed
measured at the nacelle: for higher wind speedpitich angle was increased, reducing the
local angle of attack and thus the blade loadifge RPM increased up to a certain wind
speed, after which it remained constant. The terbirad a yaw mechanism which
automatically turned the rotor against the windoilder to compare the blade performance for
identical weather and turbine conditions, the rammsisted of one standard (baseline) blade,
one standard blade with trailing edge serrationd, @e SIROCCO blade. The SIROCCO
blade was nominally identical to the baseline blakeept for the outer ~30%, where it had a
new airfoil. The serrated blade had the same ndngeametry as the baseline blade. The
aluminum serrations, with a thickness of 2 mm, we@unted to the outer 12.5 m of the
blade, on the pressure side. The 2 mm step wastBetbaising filler material over a few
centimeters of chord. Similar to [32], the lengfthtlte serrations was about 20% of the local
chord, and varied as a function of radius: thettdehgth was about 10 cm at the tip and
about 30 cm at the most inboard position. A pictofethe serrated blade is shown in
Figure 8-2. Using templates for different radiahtistns, the plane of the serrations was
aligned with the flow direction at the blade tnagdi edge (as determined from flow
calculations). This trailing edge flow directiondenstant in the variable RPM region of the
turbine. By aligning the serrations with the flow was attempted to minimize their
aerodynamic impact and prevent increased high é&ecpy noise by flow through the teeth.
Before the acoustic measurements, all blades weened. In order to assess the effect of
blade roughness due to dirt or insects, the blages tested with and without trips: in State 1
all blades were tripped and in State 2 all bladegevelean. The 2-D trips, with a thickness of
about 0.4 mm and a width of 4 mm, were installeelto the leading edge on both sides of
the blade, from the very tip to about half the blagan. The (variable) blade pitch angle was
the same for the three blades.

An acoustic array was used to locate and quatitgynoise sources on the rotor and on
the individual blades. The acoustic array consisted48 Panasonic WM-61 microphones,
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mounted on a horizontal wooden platform of 16x18which was positioned at a distance of
about one rotor diameter from the turbine (Figu3.8
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Figure 8-3: Side view (left), front view (middle), and top view (right) of test set-up. The array
microphones were mounted on the platform in an elliptic shape for optimum resolution.

Since the array position was fixed and the winédion varied, both up- and downwind
measurements were performed. The Panasonic mianephwere mounted flush to the
surface of the platform, with the membrane pardbethe platform, and were equipped with
wind screens. As a reference, two calibrated Lidek&!51 microphones equipped with

hemisphere wind screens were mounted on the piathsrwell. To correct for the view angle
of about 45° (Figure 8-3), the microphone array aacklliptic shape (Figure 8-4) rather than
the conventional round array design.

10

Y [m]
Figure 8-4: Layout of array microphones. The rectangle indicates the platform dimensions.

In this way the effective array shape, as seen filwarrotor, is round, so that the resolution
with which the noise sources in the rotor planelaegcalized is approximately the same in the
horizontal and vertical directions. The ellipse vglightly tilted to the right-hand side of the

rotor plane, to obtain maximum resolution on ttdesivhere the blades move downward (for
the standard array position, i.e. upwind of théing) and where maximum noise radiation
was observed in the 2005 campaign. The array haghamicrophone density in the center to
ensure low side-lobe levels at high frequencied,atow-density outer part to obtain a good
resolution at low frequencies [37]. The distancd arnentation of the array with respect to
the turbine were determined using a laser distareter and a compass.
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8.2.2 Data acquisition

Acoustic data from the array microphones were syorabusly measured using the VIPER
multi-channel data-acquisition system [38], at angl@ frequency of 30.7 kHz and a
measurement time of 30 s. The acoustic data weveepsed using FFT blocks of 1024
samples with a Hanning window and 50% overlap,dyiej 1800 averages and a narrowband
frequency resolution of 30 Hz. A second-order 500high-pass filter (-12 dB/octave [38])
was used to suppress high-amplitude pressure #tiochs at low frequencies, and thus to
extend the dynamic range of the A/D converter, tsat tow pressure amplitudes at high
frequencies are included. The sound levels wereectad for the filter response and for
pressure doubling due to reflections at the platfdPrior to the measurements, the sensitivity
at 1 kHz was determined for all array microphonesgy a calibrated pistonphone. The
frequency response of the Panasonic microphones takesy from previous calibration
measurements. The frequency response of the M5tbjphiones was taken from calibration
sheets. No corrections were applied for microphadieectivity, since calibration
measurements showed that these effects amountesistthan 2 dB up to 20 kHz, for angles
smaller than 75° with respect to the microphons.aRhase matching of the microphones was
checked using a calibration source at known passti@ trigger signal from the turbine (one
pulse per revolution) was recorded synchronouslyh vihe acoustic data, in order to
determine the location of the blades as a funatibime for the source localization on the
individual blades (Section 8.2.4).

In parallel to the acoustic measurements, seysameters from the turbine and two
nearby meteorological masts were continuously nredsat a sample rate of 4 Hz or higher.
These data included wind speed, wind direction,pemature, power production, turbine
orientation (misalignment angt§, RPM, and blade pitch angle.

8.2.3 Test program

During the 4-week test campaign, in total more tl&0 measurements were taken.
Following the IEC norm for wind turbine noise me@suents [39], it was attempted to obtain
measurements at wind speeds (at 10 m height) betd/aad 10 m/s. The wind speed at 10 m
height was calculated by multiplying the averagadvépeed measured at the nacelle by 0.70
(according to the standard wind profile from [3@)nce the array position was fixed and the
wind direction varied, both up- and downwind measuents were performed. Measurements
with a large misalignment angée(see Figure 8-3) were excluded from the analy®sause
for very oblique view angles the array resoluti@cdmes poor. On the basis of the turbine
operational data, the most stable measurementss(nall variation in wind speed, RPM,
pitch angle, and turbine orientation) were seletedurther analysis.

Table 8-1: Number of selected measurements per wind speed bin for each rotor state.

6 m/s 7 m/s 8 m/s 9m/s 10 m/s

State 1 (tripped rotor; array downwind) 8 8 8 0 0
State 2 (clean rotor; array upwind) 7 8 8 8 6
State » (clean rotor; array downwind) 8 8 8 0 0

An overview of the selected measurements is givefable 8-1. Due to unpredictable
weather conditions, it was not possible to obtagasurements in each wind speed bin, and
for State 1 only downwind measurements were doimeeShe clean rotor is considered to be
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most representative for the rotor during normal rapen, and since the upwind
measurements covered all relevant wind speed$otias of this paper will be on State.2

The average turbine and weather conditions fordifferent rotor states are listed in
Table 8-2 (equal weights per wind speed bin). Aatioeed in Section 8.2.1, the blade pitch
angle (not to be confused with the twist distribnjiis zero at low wind speeds and increases
for higher wind speeds. In order to give an impmsf the variation of the parameters
within each state, this table also shows the stahdieviation for each value, defined as

a:\/ii(x -x%)*, with x:iix. (8.2)

N-173 N =

Note that the power, RPM, and blade pitch angleraterandomly distributed around the
mean value, but depend on the wind speed accotditigg turbine control system. Therefore,
the standard deviations for these parameters asedban linear curve fits through the
measured data as a function of wind speed. Sire¢utthine had an automatic yaw system,
the yaw angle (i.e. the difference between the wdinection and the turbine orientation) was
assumed to be zero.

Table 8-2: Average weather and turbine parameters for each rotor state. The standard
deviation o is indicated between parentheses.

U10 (m/s) P (MW) RPM a (%) blade pitch (°)
State 1 6.9 1.6 (0.1) 14.5 (0.2) -204 (12) 0.0)(0.1
State 2 8.1 2.1(0.1) 14.9 (0.0) -2 (4.4) 5.1 (0.6)
State 6.9 1.6 (0.1) 14.6 (0.1) -183 (2.4) 0.0 (0.0)

8.2.4 Phased array processing
The microphone array data were processed usingdifferent methods. With the first
(stationary) method, noise sources in the completer plane were localized using
conventional beamforming [40]. Thus, noise from tbr hub can be separated from blade
noise, and it can be seen where in the rotor plheelade noise is produced. The method
shows the integrated effect of the three bladesiamed over the complete measurement time
of 30 s (i.e. several revolutions). The first stéphis processing involves the calculation of
an averaged cross-spectral matrix which contaiestbss-powers of all microphone pairs in
the array. To improve the resolution and to suppitesckground noise (e.g. wind-induced
pressure fluctuations on the microphones), the rdeigonal of the cross-power matrix (i.e.
the auto-powers) was discarded. A spatial window wapplied to the microphone signals,
which reduced the effective array size with incnegdrequency, and which corrected for the
variation in microphone density over the surfacetted array [37]. In this way, the array
resolution at low frequencies was improved, andeceice loss effects at high frequencies
(due to propagation of the sound through the atimersp boundary layer) were suppressed.
Acoustic source maps of the rotor plane were preduby electronically steering the
array to a set of grid points, and calculating ntioése radiated from each of them. The scan
grid, with a diameter of 140 m and a mesh widtt2 of, was placed in the rotor plane and
rotated in accordance with the orientation of timbine (depending on wind direction). The
4° tilt angle between the rotor axis and the hariabplane was also accounted for. The effect
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of sound convection in the atmospheric boundargrayas taken into account by assuming a
constant wind speed between the scan location la@dnicrophones. This constant wind
speed was calculated as the average wind speeédretive rotor hub and the array center, as
determined from the standard wind velocity profilg39].

The narrowband acoustic source maps were sumniB@-octave bands, and the source
levels were normalized to a constant referencanligt. The noise sources in the rotor plane
were quantified using a source power integratiothiak[37]. This technique sums the source
powers in (part of) the measured source map, aneats the results with a scaling factor
obtained by performing a simulation for a monopsteirce at the centre of the integration
region. The thus obtained integrated sound predsug of the turbine, as measured at the
array position, is similar to the 'apparent soumdver level' defined in [39]. All spectra
presented in this paper are in 1/3-octave bands. adturacy of the integration method is
discussed in the next section.

The second processing method employed three rgtatran planes to localize the
(de-dopplerized) noise sources on the three indaliblades [ROtating Source Identifier
(ROSI)] [41]. This enabled a comparison of the ediom the different blades. The start
position of the scan planes was determined usitriggger signal from the turbine that was
recorded synchronously with the acoustic data. Atiowsource maps of the different blades
were produced by electronically steering the ari@aya set of rotating grid points, and
calculating the noise radiated from each of thehe three scan grids were placed in the rotor
plane at azimuthal positions corresponding to lineet blades. The blade grids ran from 15 to
60 m in radial direction, had a chordwise exten3®in, and had a mesh width of 1 m.

Similar to the first processing method, the narramt acoustic source maps were
summed to 1/3-octave bands, and the source lewvais mormalized to a constant reference
distance. The ROSI results show the noise soumncdbeindividual blades, averaged over a
specified part of the revolution. In order to digfilish between the noise production during
the down- and upward movement of the blades, sep&@SI scans were done for blade
azimuth angleg from 0° to 180° and from 180° to 360° (with 0° thpper vertical blade
position). In order to limit processing time, orthye first rotor revolution after the start of
each acoustic measurement was processed. Thefrmis¢he blades was quantified using a
power integration method for moving sound sourcdg],[ which is similar to the
aforementioned integration method for the statipnastor plane. The thus-obtained
integrated sound levels represent the contributiotine different blades to the overall sound
pressure level of the turbine, as measured atrthg position.

8.2.5 Accuracy of source localization and quantification

The relative position and orientation of the acmusirray and the wind turbine were
determined using a laser distance meter and a asnpevertheless, there are a number of
uncertainties in the localization method, which ncayse a deviation between the measured
and actual source position. First, the blades atdatated exactly in the rotor plane: the 4°
rotor tilt angle is accounted for but the rotor eangle and the bending of the blades outside
the plane not. Second, sound refraction by windshaed sound convection by wind gusts are
not accounted for; a constant wind speed is assufied], the rotor RPM is assumed to be
constant within one revolution. Therefore, the aacy of the source localization technique
was assessed by attaching for a short period af inwhistle to one of the blades, at a
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position unknown to the acoustic test team. Aftetednining to which blade the whistle was
mounted, the ROSI source maps were used to estthagxact whistle position (Figure 8-5).
The thus-obtained source radius was found to dewaty 0.5 m from the actual radius,
which is considered to be accurate enough for theste. Figure 8-5 also illustrates that the
scan resolution is sufficiently high to determireewrate integrated blade noise levels: from
numerical simulations [43] it was found that asgas the distance between adjacent scan
points is smaller than the main lobe width (i.ee thidth at 3 dB below the peak level), the
integrated levels are accurate.
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Figure 8-5: Acoustic source map for whistle measurement. The black dots indicate the scan
grid and the cross indicates the actual whistle position.

The acoustic source maps were quantified usingptiveer integration method described in
the previous section. The accuracy of this methmotéims ofabsolutesound pressure levels
was verified by comparing the integrated rotor seunaps to the measured sound pressure
levels at the array microphones. If all the noissasured by the array microphones is due to
the turbine rotor, these spectra should coincidgrE 8-6 shows the spectra measured by the
array microphones (‘array’) and the reference mpluwaoe at the center of the array (‘refmic'),
versus the integrated spectra for the rotor (‘ptwand the three blades ('ROSIY). These
spectra were averaged over all measurements ire Ssatwere corrected for pressure
doubling by the array surface, and were normalipethe same reference distance. It can be
seen that the average spectrum of the array miormshis practically equal to that on the
reference microphone. The small difference at log high frequencies may be due to wind
noise on the array microphones at the edge ofldtfopm.
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Figure 8-6: Verification of power integrated method.
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Figure 8-6 also shows that the integrated speotrahie rotor and the blades have the same
shape as the reference spectrum, but are aboutl8wiB over the whole frequency range.
This discrepancy cannot be explained by the faet the array method is applied to
incoherent extended sources, since simulationariancoherent line source yielded accurate
integrated levels [37]. However, in addition to thbove-mentioned possible deviation
between the rotor plane and the actual blade posithe observed difference may be partly
explained by certain assumptions and simplificationthe integration method, such as the
use of a single monopole source at the centreeoifitiegration region to determine the scaling
factor for the source powers. For a simulated,istalwind turbine rotor noise source
distribution, the difference between the actual amtdgrated overall rotor noise level was
about 1 dB [25]. The difference may also be paatlyibuted to coherence loss at the array
microphones, due to propagation of the sound thrahg turbulent atmospheric boundary
layer. A similar effect has also been observedpanojet wind tunnel tests [37]. However,
coherence loss effects typically increase with destqpy, while here a more or less constant
offset is found. Furthermore, coherence loss effeedbuld be expected to increase with
increasing wind speed, while here the differendevéen the integrated rotor noise level and
the level of the reference microphone remained temgwithin about 0.5 dB) for increasing
wind speed. An alternative explanation for the Iowaegrated levels could be that the
reference and array microphones pick up some baakgdrnoise (e.g. from the wind over the
platform), which is not present in the integratetor noise spectra (no background noise
measurements with stopped rotor were performelemptesent test campaign).

The difference between the two integrated specag be due to the fact that the ROSI
spectrum is dedopplerized and the rotor spectrunmas For the down-going blade,
dedopplerization results in reduced frequenciesraddced sound levels (due to convective
amplification, see Section 8.1), and conversely tfg up-going blade. Furthermore, the
different integration regions (complete rotor versauter part of the blades) will result in
different scaling factors (depending on e.g. tlielsbe behaviour [37]) which may lead to
differences in the integrated spectra.

For the evaluation of the noise reduction concépthe present study, the accuracy of
the relative sound levels (i.e. level differences between tiféerént blades) was most
important. This accuracy was assessed in the bas#édist campaign by comparing the
individual blade noise spectra for two consecutigeolutions: for each blade the overall
sound pressure level (averaged over all selecteakumements) reproduced within 0.06 dB
for the two consecutive revolutions, and the déferes between the blades reproduced within
0.03 dB. It should be noted that due to the smi#fitrgénce in the out-of-plane blade loads
(see Section 8.1), the bending may be differentferthree blades. Since the scan planes for
all three blades are placed in the rotor plane, thay affect the measured noise differences
between the blades. However, since the differencbending between the blades can be
estimated to be quite small (less than 0.25 merbasis of the load measurements, and the
spatial array resolution perpendicular to the rgane is limited, the systematic error in the
noise difference can be determined to be less &haut 0.05 dB (from array simulations).
This means that the average level differences legtvike blades can be considered to be
accurate within 0.1 dB, for the given weather ctiods, turbine operation parameters, and
misalignment angle.
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8.3 Results and discussion

In this section the results of the acoustic arraasurements are presented and discussed.
First, the noise source distribution in the rottang is analyzed for the up- and downwind
array position. Next, the noise sources on theviddal blades are investigated, to assess the
performance of the SIROCCO blade and the serratema function of array position, wind
speed, and rotor azimuth angle. Since the cleam i®iconsidered to be most representative
for the rotor during normal operation, and since thpwind measurements covered all
relevant wind speeds, the focus will be on State 2

8.3.1 Noise sources in the rotor plane

Each 30 s measurement resulted in acoustic souaps,mshowing the noise sources in the
rotor plane as a function of frequency. In ordeslow the general trends, these maps were
averaged over all selected measurements in theatsp rotor state (Figures 8-7 to 8-9).
Thus, these maps show the average effect of akthtades over all revolutions. The black
circle indicates the 94-m rotor diameter and thimcates the center of the rotor plane. The
range of the color scale is always 12 dB and thgimam is adjusted for each frequency
band and each rotor state. The purpose of theseesmaps is to show the qualitative source
characteristics; a quantitative comparison betwibendifferent rotor states will be made in
Section 8.3.2. The rotation direction is clockwisete that the source maps in Figures 8-7
and 8-9 are mirrored to allow easy comparison ¢éougpwind measurements (i.e., an observer
at the array position would see the rotor turnaorter-clockwise direction).

250 Hz 315 Hz 400 Hz

Figure 8-7: Average stationary source maps for State 1 (tripped rotor, downwind array
position). The range of the color scale is 12 dB and the maximum is adjusted for each
frequency band.
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Figure 8-8: Average stationary source maps for State 2a (clean rotor, upwind array position).
The range of the color scale is 12 dB and the maximum is adjusted for each frequency band.

250 Hz 315 Hz 400 Hz

/ -~ / 4

/ /

[ [ [

\ | |

\ \ \

AN AN AN
\\-’v \\-’\_—' \\-’\_/
Q a

500 Hz 630 Hz 800 Hz

V4 E

"

[

\

\\
\\v

Figure 8-9: Average stationary source maps for State 2b (clean rotor, downwind array
position). The range of the color scale is 12 dB and the maximum is adjusted for each
frequency band.
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Similar to the previous results on the baselindihg [25], the upwind measurements
(Figure 8-8) indicate that, for an observer atahmy position, most of the noise is produced
by the outer 25% of the blades, during their dowldwaovement. This effect, which causes
the typical swishing noise during the passage eflfades, can be explained by convective
amplification and trailing edge noise directivi84], as described in Eq. (8.1). For the higher
frequencies, minor noise sources can also be aidentvthe tip of the up-going blades, and at
the location where the blades pass the tower. @haa of this tower source is hard to assess
on the basis of the present data, but it couldmatg from (1) reflection of blade noise on the
tower, (2) impingement of blade tip vortices on tbwer, and/or (3) the upstream influence
of the tower on the flow field around the blade.

For thedownwindmeasurements (Figures 8-7 and 8-9), nacelle rapisears to be more
pronounced than for the upwind array position.Hese plots the nacelle source appears off-
centre because it is located in front of the sdangy which coincides with the rotor plane.
Only about 2.5 dB of the observed difference betwine up- and downwind nacelle noise
level can be explained by the smaller distancaéaatray and the distance between the source
and the scan plane. The remaining difference magXmained by a combination of two
factors: first, mechanical noise generated inside bacelle is radiated mainly in the
downwind direction, because the ventilation operisign the rear side of the nacelle. The
relative nacelle noise level in State 1 is lowearnthin State B, probably because of the
misalignment angle of —204° (i.e. a deviation of 24th respect to —180°) in State 1 (see
Table 8-2). Second, on the basis offftependence in Eq. (8.1), the trailing edge naisenf
the blades is expected to be slightly higher onupwind side than on the downwind side
(due to the wind speed and rotor tilt angle). ™gs confirmed by comparison of the blade
noise spectra in statea a2nd D for the same wind speed bins (see Section 8.3.Rdgpite
the (relatively) increased nacelle noise, the di/éuabine noise is still dominated by the
noise from the blades. Note that in Figure 8-7siwarce maximum for the down-going blade
has shifted anti-clockwise (relative to the Statgl@ts), which can be explained by the
convective amplification factor in Eq. (8.1) forettaverage misalignment angle of —204° in
this rotor state [25]. Also note that in the downdvisource maps the noise source at the tip of
the up-going blades is more prominent than in gheind maps. In the next section it will be
shown that, besides a small directivity effectsthifference is mainly due to the lower
average wind speed for these measurements (Tab)eBhich leads to a lower pitch angle
and higher tip loading (see also Section 8.2.1).

8.3.2 Noise sources on the individual blades

As mentioned in Section 8.1, acoustic field meamars on the baseline turbine [25] showed
that the average OASPL for the two standard blaHat were used again in the present
campaign (i.e. the baseline and serrated blad&reif by less than 0.05 dB. Furthermore, it
was argued in Section 8.2.5 that the average |difdrences between the blades, as
measured with the microphone array, are accuratdan@.1 dB. Thus, with the present test
set-up it is well possible to assess the acoustitopnance of the serrations and the new
airfoil. In this section, first the possibilitiesi@ limitations of acoustic measurements with a
single microphone are shortly discussed. Thenathay results are used to study the average
blade noise characteristics, and the dependenceoton azimuth, wind speed, observer
position (upwind versus downwind), and rotor s{atipped versus clean blades).
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8.3.2.1 Single-microphone analysis

In this section the acoustic results of a singleraphone are analyzed, to demonstrate the
possibilities and limitations of such measuremeraisd to illustrate subjective on-site
observations. During the field tests, the threéediint blades could be clearly distinguished
by the difference in swishing noise produced dutimg passage of each blade. This can be
illustrated by plotting the OASPL measured on aglsinmicrophone (i.e. the reference
microphone at the center of the array) as a funatforotor azimuth angle (Figure 8-10). The
overall levels in this figure were summed betweBfA Blz and 800 Hz to focus on the low-
frequency noise of the down-going blade. The resuli-weighted. Furthermore, the levels
were averaged over all measurements and all régpkiin State & (synchronization was
done using the trigger signal from the turbine).aA®ference, the result for the test campaign
on the baseline turbine (2005) is shown as welteNbat the results from the baseline rotor
cannot be compared directly to those from the nmedlifrotor, due to the different
meteorological conditions. However, thariation in noise level between the three blades can
be compared for the two test campaigns.

AOASPL (dBA)

-4 1| -= Baseline| ~ - N
—— Modified l
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rotor azimuth angle Ay (9

Figure 8-10: Average sound pressure level on central array microphone as a function of rotor
azimuth, for baseline rotor (2005) and rotor with modified blades (State 2a).

For the baseline rotor, clearly three humps areemviesl, representing the swishing noise
which is observed when the three blades pass thddek position (see also Figure 8-8). The
three blades are practically equally noisy, andahmplitude variation (or swish) during the
passage of the blades is about 2.5 dB. For thefreddiotor, three humps with different
amplitude are observed, which can be associatétetbaseline blade, the SIROCCO blade,
and the serrated blade respectively. Thus, it @aadbtimated that the SIROCCO blade yields
a reduction of more than 1 dB, while the serrateddis about 4 dB quieter than the baseline
blade. However, it should be noted that these gatudy pertain to the low-frequency noise
radiated from around the 3 o'clock position, wheréee blades may also produce significant
noise during the other part of the revolution, all e seen below. Moreover, at each
moment the single microphone picks up the noisenfrall three blades, so that the
contribution of each blade cannot be extracted fthm single-microphone results. Thus,
although Figure 8-10 confirms subjective on-sitsekations, a dedicated array processing
method (as described in Section 8.2.4) is requiredbtain a clear picture of the noise
radiated by each individual blade during the corneptevolution.
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8.3.2.2 Average blade noise characteristics

The source maps for the individual blades, averaged one complete revolution and over
all measurements in State,Zare shown in Figure 8-11. The source maps rum ft&6 m to
60 m in radial direction, and have a chordwise rtxtd 30 m. The black line indicates the
outer 32 m of the blade (trailing edge on uppee)sidhe range of the color scale is 12 dB
and the maximum is adjusted for each frequency bemdhat the colors within one row can
be compared directly.
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Figure 8-11: Average rotating source maps for individual blades in State 2a, as a function of
frequency. The range of the color scale is 12 dB and the maximum is the same within each
row.
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First, the source maps show that the differencesoimceposition for the three blades are
small. The source radial position, defined as #ius at which the maximum level in the
source map occurs, is shown in Figure 8-12 as etifum of frequency for the three blades.
Since the mesh size of the scan grid was 1 m (3e8tR2.4), these source radial positions are
multiples of 1 m. For all blades the source ragigition increases with frequency, which can
be understood using the relati@t= fJ/U = const for the trailing edge noise peak [6,33]:
for increasing radius the local blade inflow vetgcl) increases and the boundary layer
displacement thicknes® decreases, so that the produced frequencies anerhjg4,25].
Except for the lowest frequencies, where the medifilades have a lower source radius, the
differences in average source radial positions eetwthe different blades are small.
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Figure 8-12: Average source radial position as a function of frequency for the three blades
in State 2a.

More importantly, the source maps in Figure 8-1bwstthat for low frequencies both
modified blades are significantly quieter than baseline blade, especially the serrated blade.
For high frequencies however, both modified blades noisier than the baseline blade,
especially the SIROCCO blade. These trends arstiidited in Figure 8-13, which shows the
average integrated spectra for the three bladesseThpectra were obtained by averaging the
integrated spectra for all measurements in Statav?h equal weights per wind speed bin. As
mentioned in Section 8.2.4, these sound levelsesgmt the contribution of the different
blades to the overall sound pressure level ofuHgrie, as measured at the array position.
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Figure 8-13: Average blade noise spectra for State 2a.
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The integrated spectra confirm the low-frequencis@oeduction and high-frequency noise
increase for the modified blades. For the serrbtade the A-weighted sound pressure level
at high frequencies is even higher than at lowdesgies. The reasons for the increased noise
level of the modified blades at high frequencieb m@ discussed in subsequent sections.

Based on these average spectra, for the upwindureraents on the clean rotor (i.e.,
State 2), which are considered most representative fomaboperation and which cover all
relevant wind speeds, average overall noise reshef 0.5 dB and 3.2 dB were obtained for
the SIROCCO and serrated blades, respectivelythHeoother two rotor states, which covered
only the lower wind speeds, average noise redustan0.0 dB and 1.6 dB (State 1) and
0.2 dB and 1.2 dB (StatdoPwere found for the SIROCCO and serrated bladepactively.
The reasons for the lower noise reduction in theages will be discussed in subsequent
sections. The measurement uncertainty of the abwugioned average noise reductions will
be discussed below in Section 8.3.2.4.

8.3.2.3 Dependence of blade noise on rotor azimuth

In order to better understand the acoustic behafithe modified blades, it is interesting to
look at the dependence of the blade noise on tioe azimuth angle (Figure 8-15, next page).
This figure shows the overall source maps for tifeergnt blades for 12 rotor azimuth
intervals of 30°, starting a=0° (12 o'clock). These overall source maps (aertamyer all
measurements in Stata)Avere obtained by summing the source maps betd6erHz and

5 kHz, after applying A-weighting and a correctifam array resolution (which depends on
frequency and blade position) to the levels. Thius, OASPL of the blade is equal to the sum
of all scan levels in a given source map. Simitethie previous blade source maps, the black
line indicates the outer 32 m of the blade. Thegeanf the color scale is 12 dB and the
maximum is the same for all maps, so that the satan be compared directly. This figure
shows that during thelownward movement of the blades, both modified blades are
substantially quieter than the baseline blade. Heweduring theupward movement both
modified blades are noisier. These observationsllasgrated in Figure 8-14, which shows
the integrated blade spectra for the down- and tghWwalf of the revolution separately.
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Figure 8-14: Average blade noise spectra for the upward and downward part of the revolution
in State 2a.
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The high-frequency noise increase for the modifidies occurs mainly during the upward
part of the revolution, and for the serrated blatie, increased noise of the up-going blade
even dominates the overall average spectrum.
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Figure 8-15: Average overall source maps for individual blades in State 2a, as a function of
rotor azimuth. The range of the color scale is 12 dB and the maximum is the same for all
maps.
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8.3.2.4 Dependence of blade noise on wind speed

In addition to the rotor azimuth, the blade noibaracteristics were also found to depend
strongly on the wind speed. This is illustratedFigures 8-16 and 8-17, which show the
integrated blade noise spectra for the 7 m/s andh/Bbins of State& respectively (the
State B spectra in Figure 8-16 will be discussed belovéttion 8.3.2.5). The 7 m/s blade
spectra show a high-frequency hump around 1250-H8)0which is absent in the 10 m/s
spectra. As seen in the previous section, this-frigljuency noise is mainly produced during
the upward movement, and originates from the vigrpt the blade (Figures 8-11 to 8-15).
Because the average blade pitch angle was 0° iii thés bin and higher in the 10 m/s bin,
this suggests that the high-frequency noise atwimd speeds can be associated with the
increased tip loading as a result of the lowerhpiémgle (see Section 8.2.1 for turbine
operation details). This also explains the fact tha up-going blades were noisier in States 1
and D than in State & (Figures 8-7 to 8-9), since the average bladehprgle was lower
than in State & (Table 8-2). Apparently this tip noise does ndibfe the trailing edge noise
directivity function described in Eq. (8.1), singeis mainly radiated during the upward
movement of the blades.
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Figure 8-16: Average blade noise spectra for the 7 m/s wind speed bin of States 2a and 2b.
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Figure 8-17: Average blade noise spectra for the 10 m/s wind speed bin of State 2a.
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Figure 8-16 also shows that the tip noise is muoherprominent for the modified blades than
for the baseline blade, which is always dominatedrailing edge noise. Thus, the adapted
pressure distribution on the modified blades, gabgsin combination with the slightly
increased blade loading (Section 8.1), changeBgh@rtex characteristics such that tip noise
increases.

For the baseline and SIROCCO blades the frequehtye low-frequency trailing edge
noise peak is higher at 10 m/s than at 7 m/s, whath be explained by the lower blade
loading (due to the higher pitch angle), which k&l a thinner suction side boundary layer.
This is confirmed in Figure 8-18, which shows tleirse radial positions for both blades in
these two wind speed bins: for a given radius, tthding edge boundary layer thickness
decreases for the higher wind speed, so that théuped frequencies are higher. For both
bins the source radial position of the SIROCCO éledslightly lower than for the baseline
blade, which is consistent with the higher trailiadge noise peak frequency, and which
suggests that the main objective of the airfoiliglesi.e. to obtain a thinner suction side
boundary layer (see Section 8.1), has succeeded.
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Figure 8-18: Source radial position as a function of frequency for the baseline and SIROCCO
blades in the 7 m/s and 10 m/s wind speed bins of State 2a.

If we suppress the spectral influence of tip ndigeconsidering only the downward part of
the revolution (Figure 8-14), a slight trailing edgoise increase is observed between 1 and
3 kHz for the SIROCCO blade, which, similar to thied tunnel results, can be attributed to
the increased pressure side boundary layer thiski3&§. However, even if we consider only
the downward part of the revolution, the averaggucdon in OASPL for the SIROCCO
blade in State&is only 1.0 dB, which is lower than the 2-3 dBfidun the wind tunnel tests.
The reasons for this discrepancy between wind fuenme field results are not fully clear yet.
Apart from blade quality, a possible explanationlddoe that instationary inflow conditions
in the field lead to lift fluctuations well beyortde prescribed design lift range [34].

In terms of A-weighted overall sound pressure leM@aummed between 160 Hz and
5 kHz), both modified blades were found to reackkimam noise levels at a wind spedd0
of about 7 m/s, where the tip loading and theretbeetip noise are highest (the blade pitch
angle only starts to increase significantly for avgpeeds higher than 7 m/s). The noise from
the baseline blade, which is dominated by traikige noise, also peaks around 7 m/s. The
corresponding noiseeductions(Figure 8-19) are lowest around 7 m/s and incréaskigher
wind speeds, for both the serrated and SIROCCOeblathus, the results indicate that at
high wind speeds the noise from the three bladdsrisinated by trailing edge noise, which is
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effectively reduced by the new airfoil shape and #errations. However, at lower wind
speeds (increased tip loading due to lower pitgiednsignificant high-frequency tip noise is
generated by both modified blades during their ugwaovement, which partly cancels the
trailing edge noise reduction. As a result, therage noise reductions obtained in States 1
and 2, which had lower wind speeds and therefore lowesrage blade pitch angles
(Table 8-2), were lower than the 3.2 dB and 0.5faiBd in State & for the serrated and
SIROCCO blades, respectively.
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Figure 8-19: Overall blade noise reduction as a function of wind speed for State 2a. The solid
lines are third-order least-squares fits through the measured data.

In order to evaluate these average noise reductibris important to understand the
uncertainty levels associated with the measuremmsthod employed during this study. As
argued in Section 8.2.5, for the weather conditiang turbine operation parameters in
State 2, the measurement uncertainty of the average medections is smaller than 0.1 dB.
For differentturbine and meteorological conditions (within tested range), the uncertainty
in the noise reduction can be assessed from thtesda Figure 8-19: for the serrated and
SIROCCO blade, standard deviation®f 0.6 dB and 0.4 dB were found, which leads to
standard deviations of the meai for theaveragenoise reductions of 0.10 dB and 0.06 dB,
respectively. Since thesevalues are smaller than the average noise rechsctib3.2 dB and
0.5 dB, the average reductions are significant floe tested range of turbine and
meteorological conditions.

8.3.2.5 Upwind versus downwind measurements

In order to assess the effect of observer locafim upwind versus downwind array
position), Figure 8-16 compares the blade noisetspéor the 7 m/s bin in Statea and .

The meteorological and turbine parameters werdasirfar both cases. It can be seen that for
all three blades the level of the low-frequencyilitrg edge noise hump is lower on the
downwind side. A partial explanation for this coudd that the downwind integrated blade
noise levels suffer from increased coherence less &lso Section 8.2.5), because the blade
noise propagates through the rotor wake. Indeeddiffierence between the integrated rotor
noise level and the level of the reference microghevas about 1 dB higher for the
downwind measurements than for the upwind measurenie the 7 m/s bin. In addition, the
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reduced downwind trailing edge noise levels mayelplained by theX-dependence in
Eq. (8.1), due to the wind speed and rotor tiltl@rfgee also Section 8.3.1). In contrast to the
low-frequency noise, the high-frequency tip noisalphas approximately the same level for
the up- and downwind measurements, which meangheetlativeimportance of tip noise is
higher on the downwind side. In addition to theltpding effect discussed in the previous
section, this increased importance of tip noisetlb@ downwind side is an additional
explanation for the lower noise reductions obtaimedStates 1 andk2(as compared to
State 2), and for the fact that the up-going blades arsi@nin States 1 andb2than in
State 2 (Figures 8-7 to 8-9).

8.3.2.6 Baseline blade noise for different rotor states

Figure 8-20 shows the baseline blade noise spémtrdne three different rotor states. With
regard to the clean rotor, a number of differercas be observed between statasa@d 2:
first, the low-frequency trailing edge noise peak State 2 has a higher frequency and
higher level than Stateb2This can be explained respectively by the highied speed (i.e.,
lower blade loading and thinner boundary layeryiate 2, and the difference in directivity
for the up- and downwind observer position (sediSes 8.3.2.4 and 8.3.2.5 above). Second,
the State B spectrum shows a high frequency tip noise peak¢ctwis almost absent in
State 2. As mentioned before, this can be explained byldahesr average wind speed (and
thus higher tip loading) in Statdy ZSection 8.3.2.4), and by the increased importarfide
noise on the downwind side (Section 8.3.2.5). Thosassess the influence of tripping on
blade noise, State 1 should be compared to Stat@# average conditions for these two
states are practically the same, except for thaligisment angle (Table 8-2). Figure 8-20
shows that the low-frequency trailing edge noisakger State 1 has a higher level and lower
frequency than in Statéb2This suggests that the trip has increased tiiegr@&dge boundary
layer thickness. Furthermore, the high-frequengy noise peak is slightly lower for the
tripped case. Thus, the results do indicate a sefédlct of tripping (0.6 dB increase in
OASPL for the present conditions), but for a corisles answer measurements should be done
with a clean and a tripped blade on one rotor.
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Figure 8-20: Average baseline blade noise spectra for different rotor states.
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8.4 Conclusions

Acoustic field measurements were carried out o-an9diameter wind turbine, with one
standard blade, one blade with an optimized aigioépe, and one standard blade with trailing
edge serrations. The blade modifications had noersév effect on their aerodynamic
performance. In order to assess the effect of bladghness due to dirt or insects, the blades
were tested in both clean and tripped conditionslafge horizontal microphone array,
positioned at a distance of about one rotor dianfeden the turbine, was used to locate and
quantify the noise sources in the rotor plane andhe individual blades. Since the array
position was fixed and the wind direction variedttbup- and downwind measurements were
performed.

The acoustic source maps for the baseline blaolwegththat, for an observer at the array
position, the dominant source was trailing edgea&diom the outer 25% of the blade. Due to
convective amplification and directivity, practigalall noise was produced during the
downward movement of the blade, which caused tlpicay swishing noise during the
passage of the blades. Both modified blades shavgighificant trailing edge noise reduction
at low frequencies, which was more prominent far $brrated blade. However, the modified
blades also showed a noise increase at high fregssrwhich could be associated with the
blade tips. This high-frequency tip noise was maialdiated during the upward part of the
revolution, and was most important at low wind gf®eé.e. high tip loading) and for the
downwind array position. Nevertheless, for the umlvimeasurements on the clean rotor,
which were considered most representative for nbwparation and covered all relevant
wind speeds, average overall noise reductions ®fd8. and 3.2 dB were obtained for the
optimized blade and the serrated blade, respegtiv@r both blades the noise reduction
increased with increasing wind speed. The downwmegsurements on the clean and tripped
rotors only covered the lower wind speeds, and sldoless noise reduction. Comparison of
the noise from the baseline blade for clean amgpéd conditions suggested a noise increase
of 0.6 dB due to tripping.
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Chapter 9

Conclusions

This thesis deals with the detection of aeroacoustiund sources on aircraft and wind
turbines using phased microphone arrays. The mainclgsions are described in the
following.

First, the reliability of the phased array techugidor quantifying flow-induced sound is
assessed using airframe noise measurements iraogeriosed wind tunnels (Chapter 4). For
both tunnels it is shown that diagonal removal. @kémination of the main diagonal of the
cross-power matrix) must be applied to obtain megini results. The results for the open jet
show that, although the absolute integrated aeagllcan be too low by more than 10 dB due
to coherence loss, the relative sound levels (liferences between configurations) are
accurate within 0.5 dB. Since coherence loss dependvind speed, one should be careful to
compare integrated spectra for different wind spe€dr the closed test section, the absolute
array levels are accurate within 3 dB, and thetikgdevels within 1 dB. This means that
phased arrays enable reliable quantitative airframogsse measurements in closed wind
tunnels, which usually have better aerodynamic g@nigs than open jets.

Next, the phased array technique is used to cteastize the noise sources on two modern
large wind turbines (Chapters 5 and 6). For botbites it is demonstrated that, besides a
minor source at the nacelle, practically all naisése emitted to the ground is produced by
the outer part of the blades during their downwardvement. This asymmetric source
pattern, which causes the typical swishing noisenduthe passage of the blades, can be
explained by trailing edge noise directivity andheective amplification. The blade noise is
found to scale with the fifth power of the locadil speed, and a narrowband analysis of the
dedopplerized spectra indicates that tonal blwiling edge noise is not important. Applying
a roughness strip to the blade (to simulate diihsects) can significantly increase the noise
level. All in all, the test results convincinglyah that broadband trailing edge noise is the
dominant sound source for both turbines.

Having determined the dominant source mechanisprediction method is developed
for the noise from large wind turbines (Chaptermjst, the acoustic source strength of each
blade segment is calculated using a semi-empipoadliction code for trailing edge noise
from wing sections. Then, the effects of sourceiomoand directivity, which depend on
observer position, are included. The simulations w@alidated extensively against the
experimental data from both wind turbines. The mted noise source distribution in the
rotor plane (as a function of frequency and obsepesition) shows the same characteristics
as in the experiments. Good agreement is also fiaetdeen the measured and predicted
spectra, in terms of levels and spectral shapebBtr turbines the predicted overall sound
levels (as a function of rotor power) are accuwtein 1-2 dB. The turbine noise directivity
is also predicted within 1-2 dB, and the swish atageé (in different directions) within 1 dB.
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Moreover, it is shown that the experimental data loa used to assess the theoretical trailing
edge noise directivity function. Finally, the valtéd prediction method is applied to calculate
so-called noise footprints of the wind turbine. 3&dootprints show that swish amplitudes up
to 5 dB can be expected for cross-wind directiensn at large distance.

The influence of airfoil shape on blade noisenigestigated through acoustic wind tunnel
tests on a series of candidate airfoils for smahldwurbines (Chapter 7). In quiescent inflow,
trailing edge noise is dominant for all airfoilst bhw Reynolds numbers (below 1 million),
several airfoils exhibit pure tones that can beilatted to laminar boundary layer vortex
shedding. Proper boundary layer tripping elimindtestones and reduces broadband noise.
The level of broadband trailing edge noise is fotmdliffer substantially among the tested
airfoils. In the presence of severe upstream terimd, leading edge noise is dominant for all
airfoils. The inflow turbulence noise level increaswith decreasing airfoil thickness (or
increasing sharpness).

Finally, two noise reduction concepts are testedadarge wind turbine: acoustically
optimized airfoils and trailing edge serrations éBter 8). Both blade modifications yield a
significant trailing edge noise reduction at lowduencies, which is more prominent for the
serrated blade. However, the modified blades aldaib& increased tip noise at high
frequencies, which is mainly radiated during thevag part of the revolution, and which is
most important at low wind speeds due to high tiading. Nevertheless, average overall
noise reductions of 0.5 dB and 3.2 dB are obtaiftedthe optimized blade and for the
serrated blade, respectively. Thus, it is demotestréhat wind turbine noise can be halved
without adverse effects on the aerodynamic perfagea
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Appendix

Signal processing

In order to obtain a complete description of a mngressure signgb(t) , we would have to
measure it continuously for an infinite time. Sirthes is not practical, we measure it only for
a limited period of time and assume that the sigmatatistically stationary. Moreover, to
enable digital processing, the signal is sampledoate sample intervalit,, where each
sample is stored in a given number of bits (tyfyca6). Thus, the sampled signa(WAt,) ,
with integerw, is obtained. Thesample frequencyf, is defined as]/AtS. The frequency
content of the signal can be analyzed by applyimgRiscrete Fourier Transform (DFT) to a
block of W samples:

2 fe UZAAY
P(fj) =3, 2, P(vat) e, (A1)

where P is the complex pressure amplitude at frequerﬁpyind W, = ZITfJ- . Since the DFT
implicitly assumes that the time signal is periodith period WAt , the spectrum is discrete
and is only evaluated at multipleg of the fundamental frequencyf; = j/(WAt,).
Conversely, since the time signal is discretesthgctrum is also periodic, with a period equal
to the sample frequency, (Figure A-1).
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Figure A-1: Example of discrete time signal (left) and its spectrum (right), for W=16.

The sampled time signal can be reconstructed ftwncomplex spectrum using the Inverse
Discrete Fourier Transform:

e w/2-1

p(WAt,) =%Z P f,) deowts _ Z

i=0 j=1

R f) &M, (A.2)
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In the second equality it is assumed tWdétis even and that the time signal has zero mean.
Moreover, use is made of the propef®( f;) = P(f- f;), where the asterisk denotes
complex conjugation. This property shows that digrmanponents with a frequency higher
than theNyquist frequencepf fS/2 will contribute to the spectrum at lower frequasgii.e. a
signal with frequencyf, - f; cannot be distinguished from a signal with frequerf;
(Figure A-2).

p(t)
o

0 t/At, 10

Figure A-2: Aliasing for two signals with frequencies of 0.1-fs and 0.9-f,.

This undesired phenomenon is callaéasing and can be avoided by passing the signal
through a low-pass filter that removes all freques@bove the Nyquist frequency, before
entering the analogue/digital (A/D) converter. Thile relevant number of frequency lines
(between zero ands/Z) is equal toW/2-1, as illustrated in Figure A-1. If the block size
W is chosen such th&V/ is a power of 2, the so-called Fast Fourier Tramsf(FFT) can be
applied to evaluate Eq. (A.1) in a computationaltficient way. Typical practical values for
W are 1024, 2048, or 4096. Using Parseval's thecotleenmean square of the time signal
p(t) can be written as the sum over the squared conapigtitudesP( f;):

— 1 w4t ) w/2-1 2
p = 2wy =% 3 [RUA) (A3)
w=0 j=1

o) that}/z‘P( f; )‘2 can be regarded as the acoustic energy in thedney band

1=k ¢ 1%k (A.4)
WAT, WA T,
Since the implicit DFT assumption of a periodic ginsignal is generally not true for
broadband noise, the reconstructed periodic tigeasiwill show discontinuities at the edges
of each periodVAt,. As a result the DFT spectrum will be distortedfifgguency side lobes
or leakage This phenomenon can be reduced by applyingndowto the time signal, which
forces the signal to zero at the edges of the biddamples. In this thesis generally the so-
called Hanning window is used, which has a sineasgfli shape and whose amplitude is
scaled such that acoustic energy is conservedhdfsignal isstationary (i.e. statistical
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properties are independent of time), statisticalti@ns can be averaged out by averaging the
(frequency-dependengutopowers, PP :}/2| F’|2 over many blocks of samples (note that
averaging the complex pressuk® itself results in a value of zero, since the phiaseach
block is random). If the relation between two sign& and P, is considered, theross-
powers}/zPle* can be averaged in the same way. The number ohge® lies typically
between 1000 and 3000.

The sound spectrum calculated according to Eql)(drovides the distribution of
acoustic energy as a function of frequencyanrow bands These frequency bands, defined
in Eg. (A.4), have a fixed width c(iWAts)_l. A spectrum can also be represented in terms of
proportional frequency bands, whose width is proportional te filequency. In this thesis
generally 1/3-octave bands are used, with ceneguncies of 100 Hz, 125 Hz, 160 Hz,
200 Hz, etc. The sound level in a proportional iestcy band is obtained by summing the
spectral values in the corresponding narrow barfdee overall sound pressure level
represents the total acoustic energy, and is adaldity summing the spectral values over the
whole frequency range. As indicated in Eq. (A.Bg total acoustic energy is equal to the
mean square of the time signal. In order to acctarmhe sensitivity of the human ear, sound
levels can be corrected by frequency-dependenthwdagrtors. The most commonly used
frequency weighting i&\-weighting The resulting sound levels are expressed in dB(A)
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