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A B S T R A C T   

As long as the human driver is responsible for part(s) of the driving task during automated 
driving, the driver and automated driving system are sharing the driving task. Such a shared task 
is characterized by shared control, in which cooperation between the driver and vehicle auto
mation is essential. However, means to holistically assess the quality of this cooperation are 
currently lacking. This work addresses how cooperation between driver and vehicle automation 
can be operationalized and assessed to gain insight into the quality of the shared driving task. 
Quality indicators and measurement methods are identified across seven dimensions reflective of 
the quality of cooperation between driver and automation. Based on previous empirical and 
theoretical studies a total of 34 quality indicators are identified. The methods to measure these 
quality indicators fall into four categories: 1) Subjective (such as questionnaires); 2) behavioral 
(such as reaction times, steering response); 3) neurophysiological (such as heart rate and pupil 
size); and 4) heuristic evaluation. The result is a first step in the development of a framework for 
the quantitative assessment of cooperation in the shared driving task. Yet, important knowledge 
gaps remain. For instance, the exact contribution of each quality indicator and their exact 
interrelationship are currently unclear. Moreover, all quality indicators reflect a requirement that 
should be met. Further research is needed to define exactly when each requirement is met. 
Additionally, it should be established to what degree each measurement method can validly and 
reliably provide insight into their quality indicator. Therefore, to ultimately ensure valid and 
reliable application of the framework in practice, the framework should continue to be developed 
and improved upon in future work.   

1. Introduction 

During the transition to fully automated vehicles (SAE Level 5) an increasing part of the driving task will be automated. Yet, as long 
as the human driver is still responsible for some part(s) of the driving task it can be considered as a task that is shared by the driver and 
the automation. In such a shared task it is invaluable for safe operation to not only have insight into the capabilities and limitations of 
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the individual parties, but also in the quality of their cooperation as a joint cognitive system (e.g. Woods & Hollnagel, 2006) or as team 
members (e.g. Lee et al., 2023). Quality of cooperation may better predict safe driving performance than the contribution of the in
dividual parties both in situ during the shared driving task in traffic and in a controlled (experimental) setting such as in a driving 
simulator or on a test track. Yet, a framework for the evaluation of the quality of the cooperation between driver and automation in the 
shared driving task in practice is currently lacking. Current evaluation methods in the field of automated driving generally either focus 
on the automated system (EuroNCAP, 2018) or on the human driver (e.g. Endsley, 2018). Theoretical frameworks to facilitate 
cooperation between driver and automation have been proposed (e.g., Guo et al., 2010). Moreover, human machine interface design 
principles (e.g. Carsten & Martens, 2019; Naujoks et al., 2019b) and frameworks to aid design of automation (e.g. Marcano et al., 2021) 
have been proposed that acknowledge the importance of the interaction and cooperation between driver and automation. Yet, these 
theoretical frameworks and principles are not intended for evaluation of the cooperation. A framework consisting of practical re
quirements and criteria is needed to evaluate the cooperation between driver and automation both in controlled experimental settings 
and on the road. The current paper aims to examine how cooperation in the shared driving task can be operationalized and assessed to 
gain insight into the quality of the shared driving task. The current paper builds on a model for the cooperation between the driver and 
automation by Petermeijer et al. (2021). Before explaining this model in more detail, the theoretical foundation for the current papers’ 
model, including the foundation for how the current paper considers cooperation and the shared driving task, will be discussed. 

1.1. Background 

Important insights regarding cooperation in the shared driving task can be gained from the literature in three specific domains: 1) 
shared control; 2) joint action; and 3) cognitive systems engineering. Literature on shared control (Abbink et al., 2018; Abbink & 
Mulder, 2010; Boink et al., 2014; Flemisch et al., 2019; Itoh et al., 2016; Mars et al., 2014) defines shared control as humans and 
machines performing the same dynamic task while controlling the same part of the dynamic environment. The human and the machine 
are continuously interacting in a perception–action cycle in which the variability over time due to actions of the human and/or the 
machine and the interplay with the environment in which they operate both play an important role. 

Whereas the literature on shared control is specifically focused on human–machine interaction, the literature on joint action 
focusses on human–human interaction. Joint action is defined by Sebanz et al. (2006) as “any form of social interaction whereby two or 
more individuals coordinate their actions in space and time to bring about a change in the environment.” The potential of human
–human interaction research for gaining more insight into human–machine interaction has been recognized in the literature for over 
20 years (e.g. Castelfranchi, 1998; Flemisch et al., 2019; Hoc, 2000). The way in which we can learn from interactions between humans 
is clearly explained in an example described by Flemisch et al. (2019) of two people carrying a table together. The two people each 
contribute to a part of the table’s movement, causing the situation to evolve. This example can be taken even a step further, where an 
observer observes how the two people carry a table together. This observer can oversee the situation and provide suggestions for how 
the two people should move in carrying the table together. Flemisch et al. (2019) indicate that their example makes it clear that shared 
control and cooperation are not exclusive concepts, but are intertwined: The two people carrying the table share control and they 
cooperate with each other and with the observer. This implies that shared control and good cooperation are not mutually exclusive, but 
that the quality of cooperation is related to the quality of shared control. This applies not only to carrying a table together but also to 
the focus of the present study: the driving task performed jointly by a human and automation. It has been emphasized in the literature 
that a common frame of reference (COFOR) is of importance in this cooperation (Hoc, 2000). To maintain this shared frame of 
reference, the parties must have shared goals and plans but also a clear division of roles. When there is no clear division of roles issues 
can occur, for example related to confusion about who should take control at what times. In addition, for a COFOR it is also important 
that there is shared situational awareness and monitoring and evaluation of actions. 

Despite some similarities, cooperation between humans and machines is different from cooperation exclusively between humans in 
important respects. For example, some knowledge that is generally shared between humans, is not necessarily shared between humans 
and machines. Humans have knowledge about what other humans can understand, while humans do not always know what a machine 
is able to understand (Harbers et al., 2012). Moreover, constraints in human–human interaction can arise from societal conditions such 
as language, while constraints in human–machine interactions are often of a technological nature (Haberland, 1999). Over time, 
however, the differences between constraints in human–human interaction and in human–machine interaction have become smaller 
and smaller. For example, issues related to waiting times (the time it takes for the machine to process input and provide an output) used 
to occur, which are now less of an issue, if at all. Human-human interaction and human–machine interaction is thus becoming 
increasingly similar, and therefore issues that apply in the interaction between humans also become increasingly meaningful for the 
interaction between humans and machines. 

According to literature in the domain of cognitive systems engineering, the interaction between a human and a machine can only be 
understood when both parties are not considered in isolation but as a whole (Hollnagel & Woods, 1983). From this perspective 
different models have been proposed to provide insight into the performance of the system as a whole, of which the Contextual Control 
Model (COCOM) and the Extended Control Model (ECOM) (Hollnagel & Woods, 2005) have been especially influential (e.g. Feigh, 
2011; Kontogiannis & Malakis, 2013; Lundberg & Johansson, 2020). COCOM is based on the idea that how a so-called joint system 
behaves in achieving its goals depends heavily on the context in which actions take place. Actions are affected by anticipation of and in 
response to events. COCOM is a cyclical model in which events and feedback from the environment are perceived by the human and 
incorporated into a current understanding of the situation which is then transformed into an action. The action has an impact on the 
environment whose events are again observed, which continues the cycle of perception-understanding-action continuously. External 
changes have an impact on the perceived environment and therefore the cycle can be affected by external changes. Hollnagel (2017) 
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provides an example of how COCOM can be applied to a human driver controlling a vehicle. In this example the human has a certain 
understanding of the perceived current situation including expectations about the surrounding traffic and the performance of the 
vehicle. Based on this understanding the driver controls the vehicle, which results in a certain action of the vehicle on the road. The 
performed action and (unexpected) events are perceived by the driver. Based on the perceived information the driver adjusts his/her 
understanding of the current situation and the whole cycle continues again. 

ECOM (Hollnagel & Woods, 2005) takes COCOM a step further by repeating the single cycle from COCOM resulting in multiple 
cycles to reflect the different levels at which actions can be expressed and that could take place simultaneously. Returning to the 
example of the application of COCOM to human driving: An addition to this by ECOM would be that the driver automatically performs 
certain activities such as keeping distance from other traffic and adjusting the lateral position on the road. These automatic activities 
do not need much attention from the driver. In parallel, non-automatic activities are performed that do require attention such as 
monitoring traffic signals and adjusting goals and behavior based on this. 

Lundberg & Johansson (2020) present a joint control framework based on ECOM and COCOM and other insights from cognitive 
systems engineering. In contrast to ECOM and COCOM, the joint action is central in the joint control framework. Additionally, the 
framework focuses specifically on the interaction between human and automated system. In this framework, a human and an auto
mated system are included in one cycle, highlighting the importance of processes that are shared by the human and the automation. 
The cycle shared by human and automation has three important points: 1) a perception point, where the current state of affairs in 

Fig. 1. Model for the Cooperation Between Driver and Automation in the Shared Driving Task. Adapted from Petermeijer et al. (2021). Note. P =
perception, D = decision, A = action. See text for further details. 
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relation to the environment is observed, including external changes; 2) a decision point, where it is decided which actions should be 
performed; and 3) an action point, where actions are carried out. Lundberg & Johansson (2020) indicate that human and automation 
each are going through a cycle of perception-decision-action at different levels of cognitive control (from overarching goals to specific 
procedures and actions) and that important episodes, or joints, take place whenever the cycles of the human and the automation 
overlap. 

In our previous work (Petermeijer et al., 2021) a literature survey and 3 focus group sessions with 15 experts in the field of 
automated driving (including experts from car manufacturers, academia and safety institutes) were conducted. Based on the literature 
survey and expert input, a model for the cooperation between the driver and automation was presented and seven dimensions were 
identified that are indicative for the quality of the cooperation. The model is presented in Fig. 1. In the model the driver and auto
mation are depicted in the larger left and larger right circle, respectively. The driver and automation both go through a perception- 
decision-action cycle as depicted in the two smaller circles including three arrows: 1) The perception-arrow (P); 2) the decision- 
arrow (D); and 3) the action-arrow (A). Moreover, there is overlap between the driver and the automation (this overlap is colored 
in the figure), which indicates that there is an overlap between the cycles that the driver and the automation go through. In this overlap 
cooperation takes place. Note that the perception-decision-action cycle is similar to the one proposed by Lundberg and Johansson 
(2020), yet the model of Petermeijer et al. (2021) is focused specifically on cooperation, whereas Lundberg and Johansson (2020) focus 
on the interaction in general. 

The quality of the cooperation between the driver and the automation is thought to be captured by seven dimensions following 
Petermeijer et al. (2021): 1) Compatible goals; 2) shared situational awareness; 3) congruent and compatible mental models; 4) 
distribution of responsibility, capability and authority; 5) communication; 6) adaptability; and 7) conflicts. These dimensions are 
focused on aspects that apply to both agents or that are shared by both agents. Several of the terms are typically used to describe 
characteristics of humans. Here they are also used for the automation in order to fully capture the cooperation between driver and 
automation. In the dimension ‘congruent and compatible mental models’, for example, the concept of ‘mental model’ is usually applied 
to describe the human’s understanding about the automation. In this case, this concept is also extended to the automation to indicate 
that it is also important that the automation has an understanding about the human. The dimensions are represented in Fig. 1 by 
vertical lines running down from the colored overlapping part representative of the cooperation. The idea is that each dimension can 
have several quality indicators that provide insight into the quality of cooperation within the shared driving task. In the figure, in
dicators are illustrated by dots on the dimensions. Because dimensions are probably not completely independent of each other, in
dicators can relate to multiple dimensions. Each indicator should be measurable in order to be able to evaluate the dimension(s) in 
which the indicator provides insight. Although Petermeijer et al. (2021) present the notion of using quality indicators to evaluate the 
seven dimensions that are indicative of the cooperation between the driver and the automation in the shared driving task, the in
dicators and how they could be measured are not specified. 

1.2. The current study 

In the current study we expand the model of Petermeijer et al. (2021) to set the next step towards developing a practical framework. 
Based on the literature we will define quality indicators for each of the seven dimensions and we will identify dependent variables and 
measurement methods in order to quantify the quality indicators. Identifying these quality indicators and measurement methods is an 
important next step towards being able to evaluate the quality of cooperation in the shared driving task in practice. Yet, the framework 
should continue to be developed and improved upon in future work. We will detail which essential questions should be addressed in 
future research. 

2. Quality indicators and measurement methods 

This section describes each dimension in more detail and presents quality indicators and associated measurement methods for each 

Table 1 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Compatible Goals’.  

Quality indicator Dependent variables Measurement methods 

Operational goals of the driver and 
automation are compatible 

Discrepancy between the input of the 
driver and the automation 

Steering and accelerator or brake pedal input differences (e.g. difference 
between the current steering angle of the driver and the automation)  

Questionnaires, interviews   

Adjustments or cancelations of a maneuver 
or de-activating the automation 

Input provided by the driver through a human machine interface 

Tactical goals of the driver and 
automation are compatible 

Discrepancy between the driver and the 
automation  

Questionnaires, interviews  

Adjustments or cancelations of a maneuver 
or de-activating the automation 

Input provided by the driver through a human machine interface 

Tactical goals are being mutually 
communicated 

Percentage of tactical goals that are being 
communicated 

Input to and output from a human machine interface combined and 
observations  
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dimension of the cooperation between driver and automation in the shared driving task. This section is divided in seven subsections, 
one for each dimension. Each subsection first explains the dimension and then presents the indicators and associated dependent 
variables and measurement methods to provide insight into the dimension. The resulting indicators, dependent variables and mea
surement methods are summarized in Tables 1 – 7. 

2.1. Compatible goals 

Both driver and automation have certain (programmed) goals in relation to the driving task. Those goals should be compatible 
(Flemisch et al., 2019) or positively interfering (Hoc et al., 2006) for good cooperation, meaning that goals of the driver and the 
automation do not have to match exactly, but should be compatible and not negatively interfering. 

For the dynamic driving task both operational (basic vehicle control) and tactical (planning and execution for event/object 
avoidance and expedited route following) tasks are of importance (Michon, 1985; Society of Automotive Engineers International 
J3016, 2018), meaning that goals should be defined by the driver and automation for both types of tasks. When aiming to assess the 
compatibility of goals it is beneficial to establish how incompatible goals for both types of tasks manifest themselves. Incompatible 
goals for operational tasks can result in a discrepancy between the input of the driver and the automation in terms of steering and 
accelerator or brake pedal input (Abbink et al., 2019). For example, a difference between the current steering angle of the driver and 
the calculated steering angle of the automation could be an indication of a discrepancy in steering intentions. Note that a discrepancy 
that manifests itself on an operational level could potentially be the result of an incompatible goal on a tactical level. For example, the 
driver might want to overtake a vehicle while the automation does not want to change lanes (e.g., lane keeping assistance system). 
Large discrepancies between driver and automation input indicate incompatible operational goals, potentially originating from 
incompatible tactical goals, and may even lead to conflicts (more details on conflicts can be found in subsection 2.6). Small dis
crepancies are unlikely to be the result of incompatible goals, but may indicate a difference in preference or approach. Whether an 
intention difference is large or small depends on many factors, such as the traffic situation or driving environment. 

Goals on a tactical level should be mutually communicated to prevent discrepancies on an operational level (more details on 
communication can be found in subsection 2.7). For example, if the automation decides to overtake a vehicle, this intention will have 
to be made clear to the driver. Similarly, a driver can for example let the automation ‘know’ that s/he intends to change lanes – by for 
example using the indicators – to ensure the lane keeping assistance system does not hinder this. To evaluate whether tactical goals are 
communicated, the percentage of tactical goals that are communicated from the tactical goals that should have been communicated 
can be measured through the human machine interface and observations. 

When the driver does not agree with a maneuver that is planned by the automation, s/he should be able to adjust or cancel the 
planned maneuver or even de-activate the automation if it would still lead to a safe traffic situation. The input provided by the driver 
for adjusting or canceling a maneuver or de-activating the automation can be indicative of incompatible goals. 

There are several complexities associated with gaining insight into compatibility of goals. When goals do not (yet) manifest 
themselves physically, compatibility has to be measured indirectly. Moreover, measured outcomes are not always unambiguous. For 
instance, disabling automation does not necessarily indicate problematic incompatible goals as it can also be possible that the driver 
simply has a preference to drive him- or herself. A combination of objective and qualitative measurement methods, such as ques
tionnaires or interviews providing insight into possible intention differences, might therefore be needed to validly and reliably assess 
whether goals are compatible. 

The quality indicators, dependent variables and measurement methods resulting from the above are summarized in Table 1. 

2.2. Shared situational awareness 

In order to be able to cooperate well, driver and automation should have shared adequate knowledge about the driving envi
ronment, which is also called situational awareness. Shared situational awareness reduces unexpected situations and their potentially 

Table 2 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Shared situational awareness’.  

Quality indicator Dependent variables Measurement methods 

The driver perceives task-relevant cues Visual attention Eye tracking 
The driver interprets task-relevant cues correctly Degree to which behavior is suitable for 

current situation 
Observations 

The driver adequately predicts the development of future traffic 
situations, including potential hazards 

Degree to which anticipatory behavior is 
suitable 

Observations  

Visual attention to potential hazards Eye tracking 
The automation perceives task-relevant cues Perception capability automation Reading out automation’s 

perception data  
Degree to which perception capabilities 
comply to design principles 

Heuristic evaluation 

The automation interprets task-relevant cues correctly Degree to which behavior is suitable for 
current situation 

Observations, reading out data of 
the automation 

The automation adequately predicts the development of future traffic 
situations, including potential hazards 

Degree to which anticipatory behavior is 
suitable 

Observations, reading out data of 
the automation  
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Table 3 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Congruent and compatible mental models’.  

Quality indicator Dependent variables Measurement methods 

The driver understands the functioning of the automation Understanding about the functioning of the automation Questionnaires, interviews 
The driver has an appropriate mode awareness and mode 

confusion should be prevented 
Mode awareness Questionnaires, interviews  

Relational attention ratio Eye tracking combined with 
questionnaires, interviews   

Behavior and driving performance (including mode errors) Observations 
The driver’s trust/reliance in the automation aligns with 

the functional capabilities of the automation 
Trust/reliance Questionnaires, interviews  

Behavior (including disabling the automation)  Observations, reaction times  

Monitoring behavior  Eye tracking  

Driver state Neurophysiological measures 
The driver is able to predict the behavior of the 

automation in response to the situation 
Anticipatory behavior Observations 

The automation takes into account general human factors 
principles 

Degree to which the system and it’s code comply with human 
factors principles 

Heuristic evaluation 

The automation has insight into the (upcoming) state of 
the driver and the characteristics of the driver 

Degree to which the estimated state and characteristics of the 
driver match the actual driver’s state and characteristics 

Comparing estimations against a 
ground truth 

The automation communicates clearly about the state of 
the automation (see subsection 2.5 for more details) 

See subsection 2.5 See subsection 2.5  

Table 4 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Distribution of responsibility, capability, and authority’.  

Quality indicator Dependent variables Measurement methods 

The driver’s responsibility does not exceed his/ 
her authority and capability 

Degree to which the driver’s behavior is appropriate 
for the level of responsibility  

Lane deviation, lane crossings, abrupt braking, reaction 
times, observations  

Degree to which the driver’s state is appropriate for 
the level of responsibility 

Neurophysiological measurements, questionnaires, 
peripheral detection/response task 

The driver’s authority does not exceed his/her 
capability 

Degree to which the driver’s behavior is appropriate 
for the level of authority  

Lane deviation, lane crossings, abrupt braking, reaction 
times, observations  

Degree to which the driver’s state is appropriate for 
the level of authority 

Neurophysiological measurements, questionnaires, 
peripheral detection/response task 

The automation’s responsibility does not 
exceed its authority and capability 

Degree to which the automation is adequately 
programmed, including the right rules 

Heuristic evaluation  

Table 5 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Communication’.  

Quality indicator Dependent variables Measurement methods 

All information the driver needs about the automation is 
communicated to the driver 

Degree to which the necessary information is being 
communicated 

Heuristic evaluation 

All information the automation needs about the driver is 
communicated to the automation 

Degree to which the necessary information is being 
communicated 

Heuristic evaluation 

Information communicated about the automation to the 
driver is correct 

Degree to which the communicated information is 
correct 

Comparing communicated information 
against a ground truth 

Information communicated about the driver to the 
automation is correct 

Degree to which the communicated information is 
correct 

Comparing communicated information 
against a ground truth 

Communicated information is understood well by the 
driver 

Comprehension Questionnaires, observations 

Communicated information is understood well by the 
automation 

Degree to which the information is processed well Reading out data of the automation, 
observations 

Communication supports the other dimensions See the subsections on the other dimensions See the subsections on the other dimensions 
Communicated information does not distract and does 

not induce information overload in the driver 
Information load (in relation to the context 
including the current driver responsibilities) 

Questionnaires, neurophysiology, peripheral 
detection task or response task 

Communicated information is usable for the driver Usability Questionnaires 
The driver intends to use the communicated information Acceptance Questionnaires 
Communicated information has the right impact on the 

automation 
Degree to which the automation adequately uses 
the communicated information 

Heuristic evaluation  
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negative consequences. Each agent should have situational awareness required for its tasks (Endsley, 1995). Situational awareness of 
each individual agent can be combined and can be shared in order to reach a shared situational awareness (McNeese et al., 2021). 
Three aspects are crucial for both driver and automation to ensure adequate shared situational awareness: 1) Perceive task-relevant 
cues from the changing driving environment; 2) interpret the cues correctly and 3) make appropriate predictions about the future 
state of the cues (Endsley, 2006; Endsley, 1995; Merat et al., 2019). Exactly which environmental elements are task-relevant for shared 
situational awareness depends, among other things, on the task and the responsibility distribution (also see subsection 2.4). If driver 
and automation share the same task (for example, an operational task such as steering), then the same elements are important to both. 
If the responsibility of a subtask lies entirely with the automation then the situational awareness of the driver may shift to elements that 
are currently only important to the driver. The degree of required shared situational awareness therefore also changes depending on 
the current mode. 

Regarding perception of task-relevant cues in the driving environment, it is essential that both driver and automation perceive 
hazards when they share a task (Victor et al., 2018). Whether the driver perceives hazards and other task-relevant cues can be assessed 
by head and eye movements providing insight into visual attention (Liang et al., 2021). To determine whether the automation is 
perceiving properly can be assessed through verification of design requirements through heuristic methods and reading out the 
perception data and the code of the automation (Harbers et al., 2012). If both the driver and automation have perceived all relevant 
elements then it can be said that they share situational awareness on a perception level. 

In addition to perceiving relevant cues, it is also important that those cues are correctly interpreted (Victor et al., 2018). Whether 
the driver correctly interprets these task-relevant cues is difficult to determine with current objective measurement methods. Attempts 
have been made to gain insight into interpretation using methods that measure brain activity - such as EEG (Kästle et al., 2021) and 
fNIRS or functional near-infrared spectroscopy (Hirshfield et al., 2015) - but these methods do not provide direct insight into whether a 
situation is correctly interpreted. Body posture and hand movements can, through expert observation or through observation of 
camera images, give an indication of correct interpretation of relevant cues in relation to the environment (Trivedi & Cheng, 2007). In 
addition, the actions of the driver and of the automation could also be examined (McNeese et al., 2021); if these are appropriate for the 
current situation and match each other then this also indicates a good interpretation of the cues. The actions can be measured through 
observations or camera images and data from the automation. 

Adequate prediction of the cues in the driving environment based on the perception and interpretation of the cues is a prerequisite 
for potential hazard recognition (Crundall, 2016). Potential hazard recognition can manifest itself in anticipatory behavior in both the 
driver and the automation. For example, when a driver interrupts a non-driving-related activity when the automated vehicle reaches a 
stretch of highway with road works, even when the vehicle automation has previously handled this situation without issues. There 
have also been attempts to assess potential hazard, or latent hazard (Vlakveld et al., 2018), recognition in traffic by measuring whether 
drivers are looking in directions in which a potential hazard might occur while it is not currently visible (e.g., the possibility of another 
vehicle coming from a side street). Whether the automation takes into account potential hazards can be assessed by measuring the 
appropriateness of the automation’s prediction data and the automation’s behavior in traffic. 

Table 6 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Adaptability’.  

Quality indicator Dependent variables Measurement methods 

The driver needs to adapt to the automation and to the driving 
environment 

Response to unexpected 
situations 

Observations, reaction times, steering response, eye tracking, 
time-to-collision   

Anticipation See subsection 2.2 and 2.3 
The automation needs to adapt to the driver and to the driving 

environment 
Response to unexpected 
situations 

Reading out data of the automation, observations  

Anticipation See subsection 2.2 and 2.3  

Table 7 
Quality Indicators, Dependent Variables and Measurement Methods for the Dimension ‘Conflicts’.  

Quality indicator Dependent variables Measurement methods 

Conflicts are minimized Number of conflicts  Observations  

Degree of compatibility between input and output of 
the driver with input and output of the automation  

Input to and output from a human machine interface/the automation 
combined and observations  

Irritation Questionnaires 
When a conflict occurs, it is 

resolved adequately 
Quality of correction and transfer in driver Number and time of needed actions, heuristic evaluation, time to 

collision, longitudinal and lateral acceleration, time to lane crossing   

Whether the conflict is solved  Observations  

Increase in driver fitness in response to corrective 
action 

Neurophysiological measures, observations  
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Table 2 summarizes the quality indicators, dependent variables and measurement methods resulting from the above. 

2.3. Congruent and compatible mental models 

The term ‘mental model’ is mostly used in the literature (Banks et al., 2018; Norman, 1983; Merat et al., 2019; Kurpiers et al., 2019) 
to refer to the human’s knowledge about the limits and functioning of the automation. In the current work we also use the term to refer 
to the automation’s understanding about the human’s limits and how the human driver is functioning. The automation implicitly has, 
through the way it is designed, a ‘mental’ model of the human partner that it cooperates with (Flemisch et al., 2012). This mental 
model is built into the code as an inherent part of the system. In order to cooperate well, the mental models of the driver and the 
automation must be generally congruent and compatible (Flemisch et al., 2012). 

A congruent and compatible mental model makes it possible for the human driver to apply past experiences of cooperation to new 
situations. In this way, mental models contribute to the predictive aspect of situational awareness (see subsection 2.2 on shared 
situational awareness). For example: If a driver has learned from previous experience that the automation has difficulty functioning 
when there are temporary road markings for road works, the driver can prepare to take over control. The driver’s mental model about 
the automation allows to predict the automation might fail under these circumstances. The degree to which the driver can correctly 
predict the functioning of the automation given the circumstances, and, more generally, the understanding of the functioning of the 
automation can therefore provide insight into the mental model the driver has about the automation. The driver’s understanding of the 
automation’s functioning can be assessed through structured interviews, as used for example by Sarter et al. (2007) and Forster et al. 
(2019b). Whether predictions of the automation’s functioning are correct can be tested by looking at the driver’s anticipatory 
behavior. Anticipatory behavior can be measured by means of observations. For example, Lindgren et al. (2020) applied drive-along 
observations in a research car (SAE Level 3 and simulated SAE Level 4) during commutes of participants. During such a drive-along the 
participant was in the driver’s seat and a researcher sat in the back seat. Participants were provided the opportunity to ask questions 
and to interact with the researcher. Questions and interactions were for a part driven by the participants’ anticipation and expecta
tions. Video recordings were made during the drive-along. These recordings were transcribed and quotes related to anticipation were 
identified, coded and analyzed. 

A driver’s mental model can be supported by mode awareness, which entails the driver being aware about the currently activated 
automation mode and the associated capabilities (Kurpiers et al., 2020; Sarter et al., 2007). The opposite of mode awareness is mode 
confusion, which refers to confusion about the activated automation mode and its associated capabilities (Sarter & Woods, 1995). 
Mode confusion occurs, according to Bredereke & Lankenau (2002), when the behavior of the automation is incongruent with the 
driver’s expectations arising from the driver’s mental model. Mode confusion can be dangerous because it can lead to incorrect actions 
from the driver, which are also called mode errors (Sarter & Woods, 1995). The degree of mode awareness/mode confusion and 
associated mode errors therefore also provides insight into the accuracy of the driver’s mental model. Kurpiers et al. (2020) describe in 
detail how to best measure mode awareness and suggest combining measures of driver knowledge and behavior. They propose to 
measure knowledge by means of a questionnaire about the understanding of the automation and to measure behavior by means of the 
‘relational attention ratio’. This ratio is the percentage of time the driver is looking at a region of interest. Areas of interest are for 
example the middle of the road just below the horizon, the instrument panel, the side mirrors and the rear view mirror. However, there 
is not always a one-to-one relationship between time spent looking at these regions and whether attention is actually paid to these 
regions. In addition, it is not only important that the driver notices important aspects in traffic, but also whether the driver actually acts 
when necessary (Victor et al., 2018). Certain patterns in the driving performance and behavior of the driver can be a sign of mode 
confusion. For example, the driver might keep holding on to the steering wheel when it is not necessary to do so in the current mode or 
the driver might push buttons randomly, or might show facial expressions of confusion. Such behavioral observations should be 
verified by reports of the driver’s understanding to determine whether the behavior was actually the result of mode confusion 
(Kurpiers et al., 2020). Therefore, combining measures of the driver’s knowledge and understanding, the relational attention ratio and 
observations of behavior seems to be a promising combination for testing driver’s mode awareness and the corresponding knowledge 
on limits and boundaries of the automation. Mode awareness, and therefore the driver’s mental model can be supported by clear 
communication on the automation’s current mode and limitations (see subsection 2.5 on communication). 

The mental model of the driver is closely related to the driver’s trust in the automation, or the expectation that the automation will 
help achieve the driver’s goal even in uncertain situations (Lee & See, 2004). It is important that the level of trust matches the 
functional capabilities of the automation. This match is more likely if the driver has an accurate mental model about the automation 
and thus understands these capabilities, including the limitations. Such an accurate alignment of trust is also called calibrated trust 
(Lee & See, 2004). Without calibrated trust there can be either overreliance or underreliance, in which the driver relies too excessively 
on the automation or is not inclined to rely on the automation, respectively. Trust and (over/under)reliance can be assessed through 
interviews or questionnaires, such as the Automation Trust Scale (Jian, et al., 2000) or the Automation-Induced Complacency Scale 
(Merritt et al., 2019). Moreover, behavior of the driver can provide important insights. For instance, frequently disabling the auto
mation at times when it could be used reliably can be indicative of underreliance (Parasuraman & Riley, 1997). Yet, as noted before, a 
driver can also turn off the automation for the pleasure of driving manually. Additionally, reaction times have been applied to gain 
insight into trust (Payre et al., 2016) and measures of viewing behavior can provide insight into whether the driver is adequately 
monitoring the driving environment when needed (Hergeth et al., 2016). Note, however, that adequate monitoring does not neces
sarily mean that the driver realizes when it is needed to intervene (Victor et al., 2018). Assessment of the appropriateness of the driver 
state, through for example neurophysiological measures (such as brain activity, heart rate, heart rate variability, skin conductance, 
respiration and pupil size), could also provide insight into reliance. For example, engagement in a secondary task leading to distraction 
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when the reliability of the automation does not allow for it might also be indicative of overreliance. Again, when assessing trust or 
reliance, it appears to be valuable to combine different types of measures (e.g. questionnaires combined with observations of behavior) 
to ensure valid assessment. 

Regarding the automation’s mental model of the driver, the automation should be programmed in such a way that important 
general human factor principles (e.g. Carsten & Martens, 2019; Naujoks et al., 2019b) are taken into account. Moreover, the auto
mation should understand the intention of the driver and predict his/her future behavior (Schneemann & Diederichs, 2019). Data on 
the dynamic driver’s state can be collected and analyzed to gain insight into the driver’s dynamic functioning. It is especially important 
that driver inattention, including distraction and fatigue, is taken into account by the automation as driver inattention is a major factor 
in most traffic accidents (Dong et al., 2011). Moreover, data providing insight into the driver’s preferences and comfort, such as 
preferred driving style and when the driver is likely to turn the automation on or off, is also important for the automation when 
constructing a mental model of the driver. The extent to which the automation’s built-in mental model is in line with human factors 
principles can be tested by checking whether the system and its code comply with the principles, for example by assessing the system 
and the code using a heuristic evaluation (following for example methodology as described in Forster et al., 2019a and Naujoks et al., 
2019a). The accuracy of the automation’s non-inherent mental model about the driver can be assessed by comparing the state and 
preferences of the driver as estimated by the automation to a ground truth. A ground truth can be established through subjective report 
measures, neurophysiological measures, physical measures, driving performance measures, or a combination of these measures (Dong 
et al., 2011). Especially a combination of these measures is thought to provide more reliable results (Dong et al., 2011). 

There should not only be congruency and compatibility in the mental models of driver and automation regarding the partner’s 
functional capabilities and limitations, it is also of importance that both partners have a clear ‘understanding’ about the distribution of 
responsibility and authority (Flemisch et al., 2012). This distribution should be in line with the capabilities of both partners. For more 
information see subsection 2.4. 

The quality indicators, dependent variables and measurement methods relating to congruent and compatible mental models are 
summarized in Table 3. 

2.4. Distribution of responsibility, capability, and authority 

A well-balanced distribution of responsibility, capability and authority between a human and a machine is important for good 
human–machine cooperation as highlighted by Flemisch et al. (2012). Here we apply the notion of Flemisch et al. (2012) to the context 
of driver-automation cooperation within the shared driving task. In this context, responsibility can be defined as the extent to which 
the successful or unsuccessful completion of a (sub)task, as well as its consequences, are attributed to the driver and/or automation. 
Capability refers to having the necessary skills and resources (e.g., time, processing power) to perform the assigned (sub)tasks. Au
thority can be defined as what the driver and/or automation are allowed to do or not to do. It includes the authority to give more or less 
control to the other agent. Responsibility, capability and authority cannot be considered in isolation, but are closely related: An agent’s 
responsibility should never exceed his authority. Likewise, an agent’s authority should never be greater than his capability. It follows 
logically that responsibility should also never be greater than capability. 

For adequate cooperation, (sub)tasks should be distributed in such a way that the responsibilities, capabilities, and authority of 
humans and automation complement each other (Flemisch et al., 2012). For example, when only the Adaptive Cruise Control function 
is activated (SAE Level 1) the automation is responsible and authorized (by the driver) for longitudinal vehicle control, whereas the 
driver is responsible for lateral vehicle control and monitoring the driving environment (since this would exceed the capability of the 
automation in absence of a lane keeping assistance system). If the ability of the driver changes, because of distraction, for example, 
such mutual complementation of responsibilities will no longer take place, which will eventually lead to dangerous driving behavior 
(deviating from the lane, jerky steering movements to correct, etc.). Objective measures of driving behavior, such as lane departure 
standard deviation, lane crossings, abrupt braking behavior, can therefore provide insight into the quality of cooperation with respect 
to this particular aspect. 

Furthermore, responsibility, capability and authority must be balanced at all times within a dynamic driving environment that can 
change in an instant. For example, when humans experience underload due to their responsibility being limited to passive monitoring, 
a sudden change in the driving situation, e.g. due to an accident, may require a redistribution of authority and responsibility. In the 
case of inadequate cooperation, the sudden increase in workload may lead to a situation in which the driver’s responsibility 
temporarily exceeds his/her ability to perform a critical maneuver in a timely manner. Again, driving performance, such as reaction 
time to a critical event, can provide insight into whether the dynamic balance between responsibility, capability and authority is 
appropriate. In addition, cognitive load of the driver can be measured using objective neurophysiological methods, using subjective 
methods (such as questionnaires, e.g., NASA-TLX [Hart & Staveland, 1988]), and/or using a peripheral detection task or response task 
(see, e.g., Patten et al., 2006; Chang et al., 2017). The idea is that when these measures indicate the driver to be underloaded or 
overloaded that there can be an issue in the distribution of responsibility, capability and authority. 

Especially in the case of highly automated vehicles that reduce the driver’s role to that of a supervisor, underload can be prob
lematic (Cabrall et al., 2019; Merat et al., 2012). Drivers may become distracted or engage in non-driving related tasks, which can 
result in neglect of the supervisory role. Therefore, measurements that provide insight into whether drivers are dedicated to their 
assigned tasks can also provide insight into whether the distribution of responsibility, capability and authority is appropriate. For 
example, eye tracking can be used to determine the extent to which the driver fixates task-relevant areas, such as the road or certain 
displays (e.g., de Winter et al., 2019; Stapel et al., 2020; Zhou et al., 2021). The position of the head and general body posture, as well 
as NDRA engagement, can also provide insight into the driver’s level of attentiveness (e.g., Doshi & Trivedi, 2012; Ohn-Bar et al., 
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2014). According to UN regulations on automated lane keeping systems (UNECE, 2020) the driver is only deemed available and able to 
respond to a transition demand when at least two availability criteria (e.g. driver input to the vehicle, eye blinking, eye closure and 
head or body movements) are met in the last 30 s. The regulation highlights the importance of combining multiple measurement 
methods and also providing an indication of an appropriate time window to consider for these measurements, at least in the case of 
automated lane keeping. 

Since authority and responsibility (as well as capability) of the automation are defined in the design, the automation can be 
thoroughly tested a priori to determine if it is adequately programmed, including whether the right rules have been included. These 
rules, however, are not yet known and have yet to be established. 

Table 4 summarizes the quality indicators, dependent variables and measurement methods resulting from the above. 

2.5. Communication 

Flemisch et al. (2019) considers communication between human and automation as an overarching aspect that occurs at all task 
levels of cooperation. To ensure adequate cooperation, it is important that 1) the necessary information is being communicated, 2) the 
information is correct, 3) the information is understood and 4) the information has impact. 

It is valuable to consider the needs of both agents when determining what information is communicated in order to ensure 
communication at the right time with the right information (Alshehri et al., 2019; McNeese et al., 2021). To assess whether the 
necessary information is being communicated from driver to automation and from automation to driver a heuristic evaluation (e.g., 
checklist) taking into account guidelines can be used. These guidelines are currently being developed. For example in the Horizon 2020 
research project ‘MEDIATOR’ (No 814735) activities are taking place to determine what should be communicated through a human- 
centered HMI during different levels of automated driving. For example, the driver needs to receive information supporting super
vision and self-regulation, which can be attained through communicating continuously on automation reliability and providing 
anticipatory information including the available time until a change in automation mode, information on the upcoming automation 
mode and reasons for switching to another automation mode (Tinga et al., 2022a). With regards to the ‘information needs’ of the 
automation, the automation needs to continuously have insight into the (upcoming) capabilities of the driver. For example, the 
automation needs to receive input on fatigue and distraction in order to build up a sufficient mental model of the driver (Borowsky 
et al., 2020; see also subsection 2.3 why this information is of importance). 

If the necessary information is being communicated, it also should be assessed whether the communicated information is correct. In 
order to establish whether the automation receives correct input about the driver, on for example fatigue and distraction, the received 
input can be tested against a ground truth, a measurement method that we also explained in subsection 2.3. Ideally, the automation 
should be programmed in such a way that it always communicates the right information to the driver. Yet, the automation may be 
uncertain about estimated information, in that case the uncertainty should also clearly be communicated to the driver to ensure s/he 
can take the uncertainty into account. Exactly how this uncertainty should be communicated, however, is currently unclear. The 
correctness of the communicated information about the automation to the driver can be established as well by comparing the in
formation against a ground truth. 

The communicated information should additionally be understood well to ensure adequate cooperation. Communication must 
therefore be clear and unambiguous, to prevent misinterpretation of the message (Wickens et al., 2003). Whether communication is 
well understood by the driver can be measured by using questionnaires to test the driver’s comprehension of the communicated in
formation. Alternatively, the driver’s behavioral response to the information can be assessed. If the driver’s behaves incorrectly, then 
this might indicate misunderstanding of the information. In a similar way it can be tested whether the information from the driver is 
correctly processed by the automation by examining whether the information is correctly interpreted and responded to. When focusing 
on the response to the information, the focus is already shifted towards the impact of the communication. 

Communication should have a positive impact on the other dimensions of the framework. This makes the dimension ‘communi
cation’ inextricably linked to other dimensions. For example, communication should contribute to shared situational awareness and 
congruent and compatible mental models (e.g. McNeese et al., 2021) and should support the distribution of authority, power and 
responsibility. In addition, it should be ensured that communication is not distracting the driver from his/her responsibilities and does 
not lead to information overload. To provide an example of how to prevent information overload, pieces of available information can 
be provided at one time and/or information can be prioritized. Information load can be measured through questionnaires (e.g., NASA 
RTLX; Hart & Staveland, 1988) or through neurophysiological measurements. Another alternative to measure workload is by means of 
a peripheral detection task or response task (see for example Patten et al., 2006; Chang et al., 2017). The information load should be 
considered in combination with the cognitive load resulting from the current context, including the current driver responsibilities. To 
test whether the information can be used by the driver, one can examine usability through questionnaires (e.g. System Usability Scale; 
Brooke, 1986). In addition, acceptance can be assessed through questionnaires (e.g. Van der Laan Acceptance Questionnaire, Van der 
Laan, et al., 1997), which indicates whether the driver also intends to use the information. These measurements provide (partial) 
insight into whether the driver is indeed supported by the provided information. The impact of the communication on the automation 
should be right due to the design of the automation. If the right information is communicated to the automation and interpreted 
correctly then the information should have the right impact on the automation. Whether this is implemented correctly can be eval
uated using a heuristic evaluation. 

The quality indicators, dependent variables and measurement methods resulting from the above are summarized in Table 5. 
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2.6. Adaptability 

The task to drive a car takes place in a complex dynamic context. Therefore, the cooperation between driver and automation 
requires adaptability from both agents, both to the driving environment but also to the other agent (Kolekar et al., 2020). For example, 
depending on the reliability of the automation the driver needs to adapt his/her take-over-readiness or level of attention. On the other 
hand, the automation should adapt to the state of the driver, for example by providing additional steering assistance when the driver is 
momentarily distracted (Flemisch et al., 2008). Especially when unexpected situations arise, adaptability is crucial to ensure coop
eration does not degrade. For example, a fatal crash can occur when both automation and driver fail to brake when a pedestrian 
unexpectedly crosses the street, as happened in Arizona in 2018 (Stanton et al., 2019). A team that knows how to adapt quickly and 
well to each other and to the circumstances results in robust cooperation, in which unexpected situations are handled in a safe way 
(following CFR, 2021). 

Adaptability is difficult to measure directly because it will only lead to a measurable action of the driver or automation in unex
pected situations. In simulator experiments or on test tracks, such actions can be safely evaluated, e.g., by having the automation or 
driver deliberately fail (Petermeijer et al., 2015). Indicative objective measurement methods in such experiments to gain insight into 
adaptability of the driver include observations, reaction time, steering response, hazard recognition based on eye tracking, or time-to- 
collision (Louw et al., 2017; Petermeijer et al., 2015; Schömig et al., 2011; Stahl et al., 2019). To gain insight into adaptability of the 
automation in such experiments the data of the automation can be read out and/or the response of the automation can be observed. In 
addition, suitable anticipatory behavior of the driver and the automation (as also discussed in subsection 2.2 on ’shared situational 
awareness’ and subsection 2.3 on ‘congruent and compatible mental models’) can also be indicative of adequate adaptability to the 
driving environment and to the other partner. 

The quality indicators, dependent variables and measurement methods for the dimension ‘adaptability’ are summarized in Table 6. 

2.7. Conflicts 

A conflict occurs when the driver’s input is not consistent with the automation’s input (Itoh et al., 2016). Conflicts are strongly 
related to the dimension ‘compatible goals’ (see subsection 2.1), as incompatible goals might result in conflicts. If the goals of the 
automation and driver are compatible and if quality indicators for the other dimensions of the framework indicate adequate coop
eration, it can be expected that conflicts will be minimized. Conflicts should be minimized as they can result in irritation in the driver, 
which can affect the use of a system (Abbink et al., 2019). Assessing the number of conflicts through observations and the degree to 
which input and output of both agent are compatible can provide insight into whether conflicts are minimized (McNeese et al., 2021). 
In addition, questionnaires can be applied to gain insight into whether irritation is occurring as a result of conflicts. 

As long as the driving task is shared, however, conflicts can probably not be prevented completely. Moreover, a conflict is not 
always undesirable. In fact, conflicts can function as a form of communication as they can serve as warnings and can provide some 
insight into the limits of the capabilities of the other agent (Itoh et al., 2016). Yet, it is of importance that conflicts (especially more 
major ones) are properly communicated and handled to avoid critical errors (Itoh et al., 2016). The agent with the responsibility 
should have the authority to resolve the conflict. In the near future, the driver will continue to be the agent who is legally responsible 
for road safety (and thus the agent with authority as described in subsection 2.4). Thus, to ensure adequate conflict handling it is 
currently necessary that the driver has the possibility to correct actions of the automation or to switch off the automation completely. 
Correcting and disabling of the automation must be possible in a simple and intuitive way. Corrections and transfers of full control back 
to the driver can provide insight into how well (potentially occurring) conflicts can be handled by the driver, for example by measuring 
the number of actions and the time needed for corrections and/or a transfer of control. Alternatively or additionally, heuristic eval
uations can identify whether the driver can easily correct or disable the automation. Moreover, the quality of the transfer can be 
measured through (a combination of) methods such as time to collision, longitudinal and lateral acceleration and time to lane crossing 
(Cleij et al., 2021). The automation should also correct the driver when needed, especially in case the automation will be granted more 
authority in the future. For example, when the driver does not take over control when required because the driver is inattentive, 
attention can be drawn by providing a pull force on the seatbelt. The impact of the corrective actions can be evaluated by examining 
the average increase in fitness in the driver as a response to the corrective action (Cleij et al., 2021). 

Table 7 summarizes the quality indicators, dependent variables and measurement methods resulting from the above. 

3. Discussion 

The current paper examined how cooperation between a human driver and automation in the shared driving task can be assessed to 
gain insight into the quality of the shared driving task. We expanded on a framework described by Petermeijer et al. (2021) which 
includes seven dimensions thought to be reflective of the quality of the cooperation: 1) Compatible goals; 2) shared situational 
awareness; 3) congruent and compatible mental models; 4) distribution of responsibility, capability and authority; 5) communication; 
6) adaptability; and 7) conflicts. Based on the literature, we identified 34 quality indicators that could provide insight into the di
mensions. Moreover, we identified how these quality indicators can be measured. In this way, the current paper sets an important next 
step in developing a framework for the assessment of cooperation in the shared driving task. However, the framework should continue 
to be developed and improved in future work before the framework can be applied in practice. We will discuss the main outcomes of 
the current work and the recommended next steps in more detail below. 

Regarding the identified quality indicators, each indicator provides insight into only part of a dimension. Therefore, multiple 
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quality indicators should be considered. Note that it is possible to find opposing quality indicators (i.e., in terms of indicated 
adequateness) within a particular dimension. For example, one may find that conflicts are adequately minimized, but that when they 
occur they are inadequately resolved. Likewise, it is possible to find one dimension to be adequate while another is found to be 
inadequate. For example, one may find a cooperation between driver and automation with adequate ‘shared situation awareness’ but 
inadequate ‘adaptability’. It is currently unclear whether all quality indicators and whether all dimensions should be rated as adequate 
to establish good quality cooperation, or whether certain quality indicators or dimensions can be rated as inadequate when all others 
are rated as adequate without having a detrimental effect on cooperation. As noted before, the dimensions overlap and are inextricably 
linked. For example, when there is inadequate communication this will ultimately also negatively affect other dimensions. Therefore, 
the exact contribution of each quality indicator and dimension and their interrelationship should be established in future work, ideally 
resulting in a parsimonious set of dimensions and quality indicators. 

The quality indicators all reflect a requirement that should be met. However, it is not yet clear for most quality indicators how the 
requirement should be operationalized (e.g., how many conflicts indicate that conflicts are or are not minimized?). Moreover, envi
ronmental and contextual factors also play a role in the demands on the shared driving task, potentially affecting when a requirement is 
met. Therefore, criteria for the quality indicators might have to be dynamic, changing depending on the environment and context. This 
could for example be dealt with by developing algorithms taking environment and context into account. Before such algorithms can be 
developed, it should first be established in future work how criteria can best be determined (dynamically). 

Regarding the identified measurement methods, these methods fall into four different categories: 1) Subjective (such as ques
tionnaires); 2) behavioral (such as reaction times, steering response); 3) neurophysiological (brain activity, heart rate, heart rate 
variability, skin conductance, respiration, pupil size); and 4) heuristic evaluation (such as a checklist) and evaluation of correctness of 
data (such as a comparison against a ground truth). When considering these different types of measurement methods for the assess
ment of cooperation, the advantages and disadvantages of each type of method should be taken into account. For example, subjective 
and behavioral methods can be affected by the process of measurement in which a driver consciously or unconsciously adjusts his/her 
answers or behaviors, whereas neurophysiological measurement methods cannot be as easily affected by the driver (Page et al., 1966; 
Tinga et al., 2020). Neurophysiological measurements, on the other hand, are somewhat less specific, since they reflect different 
functions of the nervous system, affecting both the validity and reliability of these measurements (Tinga et al., 2020). The question that 
remains is to what degree each identified measurement method can validly and reliably provide insight into their quality indicator. For 
several constructs as part of the quality indicators it has been acknowledged that a combination of different measurement methods 
often gives the best insight (e.g., Kurpiers et al., 2020; UNECE, 2020; Victor et al., 2018). 

Some measurement methods can almost only be applied post hoc (e.g., questionnaires). Therefore, if one wants to gain insight into 
the quality of cooperation in situ during the shared driving task in practice, these post hoc measurement methods are unsuitable. 
However, post hoc measurements are useful for evaluation in experimental settings. There are also a number of online (i.e., continuous, 
during the actual driving task) measurement methods that provide insight into processes during the shared driving task whose 
applicability on a large scale in traffic is currently a challenge. This is especially the case for neurophysiological measurement methods 
that are very sensitive to noise and/or whose equipment is very expensive. These methods currently seem to be better suited for 
evaluation in a more experimental setting. A promising neurophysiological method for measuring online during the shared driving task 
in traffic is eye tracking, as this method is successfully used in experiments and also in more naturalistic settings (e.g., Castritius et al., 
2021; Liang et al., 2021; Victor et al., 2018). In such online measurements a time window that will be considered should be deter
mined. For example, the UN regulations on automated lane keeping systems (UNECE, 2020) include the last 30 s when determining 
driver availability. Methods that measure behavior also seem to be suitable for application in situ. When using a combination of 
different methods, a more comprehensive insight might be provided, yet when this involves a combination of post hoc and online 
measurements, a complete online measurement is no longer possible. 

The identified quality indicators and measurement methods to assess cooperation in the shared driving task are the result of 
connecting the results of empirical and theoretical studies. Experimentally testing (parts of) the framework will support in identifying 
what aspects of the framework should be improved upon in addition to the aspects addressed above, with the goal of ultimately 
ensuring valid and reliable application of the framework in practice. A roadmap to achieve structured evaluation of the cooperation 
between driver and automation in practice which builds on the framework has been defined (see Tinga et al., 2022b for details which 
also includes a whitepaper in English). We believe that the framework can only be developed to its fullest potential in a collaboration 
with experts from multiple disciplines, such as experts from academia, car manufacturers and safety institutes. 
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