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interactions. Especially in low- for rotorcraft aerodynamics. The Descriptor(s)
speed descent, the rotor blades fly numerical dissipation of standard CFD
in their own wake. The (parallel) CFD algorithms may destroy the high order
interaction of tip vortices and rotor vortex before the BVI event takes rotor
blades causes strong pressure place. More advanced CFD adaptive
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discretization and/or local grid
refinement, are better suited to
tackle the problem.

Description of work

In this paper, a high-order, adaptive
flow solver is applied for the
simulation of an isolated rotor at
high speed. At such a speed, the
wake still plays an important role in
the vibratory loading of the hub, but
the tip vortices convect more
quickly outside the rotor disk area
than in the low speed case. This
renders the simulation more feasible
on the current compute servers of
NLR. This case is considered as a
stepping stone towards the
simulation of BVI. As such, special
attention is paid to capture the
blade-vortex interaction. Simulation
results are compared with the
corresponding experiment from the
Helishape database.

High-order simulation of a rotor in forward flight using a four-dimensional

adaptive flow solver

Results and conclusions

The pre-adaptation strategy based
on streak lines of particles released
at the blade tips is effective and
efficient in terms of grid size. The
dynamic blade pressures compare
well with experiment. The blade-
vortex interaction in the experiment
is weak. In the simulations, the
effect of the increased vortex
resolution does not have significant
effects on the blade pressures,
which is consistent with the
experiment.

Applicability

The algorithm can be used to
predict complex and localised
phenomena occuring in rotorcraft
aerodynamics, such as BVI.
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Summary

The accurate simulation die rotor wake using first-principles based CFprisarily a

gridding problem. In order to capture the tip voes the computational mesh must be refined in
the vortex regions, which are not known beforehamd change position over time. In this
paper, a high-order Discontinuous Galerkin metlsocbimbined with a pre-adaptation scheme
on four-dimensional space-time meshes. An itergireeadaptation scheme is proposed, where
the mesh is first refined on blade tip trajectgreesd subsequently on streak lines of particles
released at the blade tip. The streak lines arguoted based on the flow solution obtained on
the previous mesh. The algorithm is applied to siadated 7AD1 rotor in high-speed flight.
Comparison with experiment is favourable. The éffeness of the pre-adaptation strategy
combined with high-order simulation is demonstrated
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1 Introduction

In level helicopter flight there are two regimeghwiigh vibration levels, low speed transition
flight and high speed forward flight. The two higbration regimes translate directly into high
operating and maintenance costs (Datta et al. TRRre are three key aerodynamic phenomena
which contribute to the vibratory loads: wake indd@irloads, compressibility effects, and
dynamic stall. The current paper is focused on toeirate resolution of wake-induced airloads
using Computational Fluid Dynamics (CFD) techniques

The physics of rotor wakes has been discusseditiyugaauthors (see for example Conlisk [3]
and McCroskey [10]). As summarised by Datta ef2d].first principles CFD calculation of the
wake is primarily a grid refinement problem. In erdo capture the tip vortices the
computational mesh must be refined in the vortgiores, which are not known beforehand.
The dynamic nature of the wake in forward flightrggicates the refinement problem since the
vortices change position over time.

In recent years, the Netherlands National Aerospaberatory NLR has developed the four-
dimensional MTMG algorithm for accurate rotor sintida. The algorithm is especially
designed for those flight conditions where the itledaresolution of the wake is of the utmost
importance [17], [7], [16]. The main design pringps to attain efficiency in the number of
degrees of freedom, while maintaining a scalalgerithm on parallel machines. The
aerodynamic CFD module in the algorithm demonsirgtend vortex capturing capabilities,
using local mesh refinement in both space and tforeglatively short turnaround times. A
drawback of the method is its high memory requinetmieor the simulation of a BO105 in BVI
conditions it turns out that the resolution reqdite track the tip vortex for one and a half rotor
revolution was unattainable using NLR’s computiegaurces.

High order methods in principle have the capabiityesolving the vortex with less degrees of
freedom than conventional schemes. Hariharan ankia®$5] have demonstrated that'a 7
order ENO scheme is capable of capturing the tipexasver 1-2 revolutions using only five
points across the vortex core. The drawback of an E&l@me is its hon-local character,
making it difficult to combine with a local mesHireement algorithm. Discontinuous Galerkin
(DG) methods [1] do not have that drawback: in gipte, arbitrarily high-order schemes can be
constructed on locally refined meshes with hangiodes.

In this paper the higher-order DG method is appigethe simulation of a trimmed isolated
rotor with elastic blades in high-speed flight. Theline of the paper is as follows: in the next
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section the numerical method is briefly descrilbadsection 3 the high-speed test case is
described. Section 4 describes the grid adaptatrategy for shocks and vortex wake,
illustrated by the actual grid used in the simalatiFlow simulation results are presented in
Section 5. Finally, in Section 6 conclusions arndr.

2 Numerial method

The numerical method is a high-order DG scheme awadbwith an efficient space-time solver
MTMG for time-periodic problems.

2.1 Multi-time multi-grid algorithm

The basic idea of the multi-time multi-grid (MTMQG){] algorithm is that a time-periodic
problem can be considered a steady problem ingthgesthat after one time period the next
period shows the same physical phenomena. Thisnsalised by solving the time-dependent
equations simultaneously in both space and timéhfocomplete period of the problem. This is
contrary to the usual time-serial approach, wheee groceeds time step after time step on
spatial grids. Now the time-dependent equationsaleed on a four-dimensional space-time
grid which contains all time levels in a period.a&pfrom generating a periodic solution by
construction, the most relevant advantage for reitoulations is that the time-accurate
coupling of different physics models is straightfard. Another important benefit is that local
grid refinement can be applied in space and tintlewnaintaining a scalable algorithm on
massively parallel machines.

The current algorithm contains four modules, amagnamic module for the solution of the
flow equations, a mesh refinement module to impnoagex resolution in the flow domain, an
elastic module to account for the elastic bladedeétions, and a trim module to trim the rotor
system.

2.2 Discontinuous Galerkin finite element method

The compressible Euler equations of gas dynamicsaived using the discontinuous Galerkin
(DG) finite element method in an arbitrary LagraagEulerian formulation to accommodate
moving meshes. Details of the flow solver can hetbin Van der Vegt et al. [12]. Of
particular relevance for the simulation of vortéouf is the fact that the DG method not only
solves for cell-averaged flow data, but also fer fllow gradients. The flow gradients are used
to determine the vorticity directly and as suchtietty transport is contained in the discrete
equations. Moreover, the DG method is ideally sufte local grid refinement.
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The flow gradients are part of the numerical schegneombining constant basis functions
within each element with linear basis functions.dkvious extension to the scheme is to allow
quadratic or cubic basis functions. This effectivielyreases the order of accuracy of the
scheme to three or four. The drawback is that threber of degrees of freedom per element is
also increased. In one dimension, the second saof®me has two degrees of freedom per
element, the third order scheme has three, anfibtith order scheme has four. In higher
dimensions, the increase in the number of degrefgsarlom is more dramatic: the second
order scheme in four dimensions has five degreé®eflom per element, third order 15, and
fourth order 35. In this paper, the third orderesolk will be applied, and compared with the
second order scheme.

As shown above, the third order scheme solves timess as many unknowns as the second
order scheme. For the stepping-stone test case wbtex convection it has been found that
the third order method has the same resolutioracheristics as the second order method on a
mesh which is once refined in every direction. fearr-dimensional simulations such a
uniformly refined mesh contains 16 times more gdhts, so it is expected that the third order
scheme is 16/3 times more efficient than the secoddr scheme.

3 Test case

Data point 135 of the Helishape wind tunnel progrsisimulated [12]. This data point
concerns a high-speed level flight case at an adveatio of 0.356 for the isolated 7AD1 rotor
with parabolic and anhedral tip. The blade has msdiof 2.1m and a chordof 0.14m (aspect
ratio Ric=15). In the experiment the rotor is trimmed fdheust coefficient of €=0.0071 and
zero flapping.

The flow displays (weak) shocks at the advancidg sind the vortex wake contributes to the

vibratory loads at the rotor hub. Hence a CFD nmaht be generated capable of resolving
shocks and vortices.

4 Adaptation strategy

For industrial applications the most common gridadtion strategy is to use sensors based on
flow features. Shock sensors based on gradiertkeifiow have in general been quite effective
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in resolving shocks. For tip vortices in the rotake the effectiveness of feature-based sensors
is not so clear. The straightforward vorticity magde sensor does not discriminate between tip
vortices, vortex sheets or numerically induced lataum layers. More advanced sensors, such as
the) criterion (Jeong et al. [7]), require significaasolution of the vortex to detect it. Such a
resolution is not present on the initial coarsemesBecause of these findings, it was
concluded to opt for pre-adaptation, where the nieséfined before the actual flow
computation, based on the expected location ofipheortices. This will be explained in detalil
later. In effect, the pre-adaptation strategy rddemunstructured grid generation more than
conventional mesh refinement. It is comparablé&@himera approach of Dietz et al. [5],
where Chimera grids are constructed around theotegheip vortex locations. The benefit of

our approach is that it is still based on the sfgylid concept.

4.1 Relevant scales

Since we solve the Euler equations there is noipatamit to the vortex strength. Under mesh
refinement the tip vortices will grow stronger atbnger. In order to avoid excessive grid
refinement, the cell diameters should be limitedrflbelow. The minimal cell diameter is in
general set t&/200, which is one quart of the experimentally defeed vortex core size,
whereR is the rotor radius (Caradonna, [2]). Roughly &p&g this resolution corresponds to
12 degrees of freedom in each direction in theexocbre for the third-order DG method.

In order to avoid dispersion of the vortex in tirtteg physical time step in the vortex should
correspond to a CFL numbeft / Ax of the order of one. The reference velocity is the
magnitude of the freestream velocity. Note thathaee taken the CFL number corresponding
to the convective velocity and not the acoustitalg, since the main mechanism in the wake is
convection of vorticity. LeT be the period of one revolution, then the time sestriction

translates to the following relation:
At Az Az QR  Az/R

T Wl 27R uw  2wpu
whereu is the advance ratio. Withx/ R= 1/200, an advance ratio of 0.35 we need about fou

hundred time steps for one revolution, or one heddor one period of a four-bladed rotor,
corresponding to an increment of less than oneedegzimuth. Note that this time step should
be sufficient for the convection of the vortex, bot necessarily for blade-vortex interaction.

4.2 Pre-adaptation on blade geometry

For the four-dimensional algorithm it is of the wishimportance to be efficient in the number
of grid points. Using the pre-adaptation strategy &ind of grid generation, the starting grid
should be as coarse as possible. At NLR, the stagtiid is generated using a multi-block
structured grid generator. In a block-structurad,ghe resolution required at the geometry will
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extend into the flow domain. In order to reducerthenber of elements, a coarse mesh is
generated, which is subsequently locally refinear lee blades. Care is taken that the blade
geometry is well-represented under local refinem&ntimpression of the resolution of the
resulting mesh is shown in Figure 1. The numbelarhents is 64 in the chord direction and
104 in the span direction. Subsequently, the mashbken refined using the standard shock
sensor to increase the (weak) shock resolutionesadlvancing side (Figure 2).

The space-time mesh obtained using this geomdinereent is referred to as Mesh GO. It
contains 12.3 million elements, distributed ovetifae levels, which is in the order of the 100
time levels required for vortex convection. The leladotion has been trimmed on this mesh,
taking into account elastic blade deformations.

4.3 Pre-adaptation on blade tip trajectories

By their nature, the location of the tip vorticepredominantly determined by the trajectory of
the tip. So, to a very good approximation, the extrajectories can be taken to be the blade tip
trajectories. The blade tip trajectoried) at timet are cycloids, described by

r(t) ={ (Rcos@(t - 5)),Rsin(@(t - 5),w(t - )}+ s | 520},
whereQ is the rotor frequencyy=w(t) is the flapping motion of the tip, and. is the free
stream velocity.

Based on this geometrical information, the mesh bepre-adapted to increase the resolution
near the tip trajectories. Whenever a cell is withigiven distance of a tip trajectory and the
mesh width or the time step is greater than a gikieshold the cell is refined. Eventually a
mesh is ‘generated’ with uniform space-time regofuin the expected vortex regions. The
main benefit of this method is that there will lerefinement in other regions, for instance in
the vortex sheets, hence the total number of gilid ¢s reduced compared to feature-based
adaptation.

4.4 Pre-adaptation on streak lines

Of course, the assumption that the tip vorticel¥okhe tip trajectories ignores the effects of
downwash, contraction and interaction. Hence tbe §tream velocity in the definition of the
tip trajectoried (t) is replaced by the actual, computed velocitydfidlhat is, the blade tip
trajectories are replaced by the streak lines dfgbes released at the blade tips.

In this way, an iterative pre-adaptive procedureoisstructed, where the accuracy of the
predicted tip vortex locations is increased withtereration. In Figure 3 and Figure 4, a
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comparison is made between the blade tip trajext@nd the streak lines of particles released at
the blade tips (using the flow results of the reedtion). The difference increases with the age
of the vortex. The main difference between the tmathods is that the second accounts for the
downwash of the rotor.

Based on a high-order solution on a mesh obtaiggurdé>adaptation on the blade tip

trajectories, streak lines are computed which aegldor the next pre-adaptation. The next pre-
adaptation is executed on Mesh GO, that is, theéique pre-adapted mesh is discarded. The
mesh is generated in several adaptation stepsevelaeh step zooms in on the expected vortex
location by reducing both the target mesh width @medregion in which the grid is refined. First
the cells at a distance of R &re refined with the target mesh width (ROBoth distance and

mesh width are decreased proportionally, and tred fitep in the adaptation process has a target
mesh width of 0.00R at a distance of 0.085The final mesh, labelled G1, has 17.3 million
elements.

The 17.3 million elements of Mesh G1 are equivater260 million degrees of freedom per
equation. Since the space-time mesh contains @&idiabs, the average number of degrees of
freedom per time slab is 4 million. This clearlaisnodest number when trying to resolve the
rotor wake.

It should be remarked that the target mesh widtiotsnecessarily attained. A cell is refined
whenever the mesh width is more than two timegdhget mesh width. Hence, on the final
mesh, mesh widths will be between once and twieddtget mesh width. Moreover, out of
practical considerations, the mesh adaptatiorojgpstd before saturation of the refinement
criterion, and the quality of the mesh is judgedrspection.

Figure 5 and Figure 6 show Mesh G1 at two horidanzss sections. The expected tip vortex
locations are shown as curves, and blanked whediskence of the curve to the plane is greater
than 0.03R, which is the user-defined distance within whiefisshould be refined.

Figure 7 illustrates the pre-adaptation algorithma igrid plane through the rotor axis and
approximately perpendicular to the vortices.

It is clear from these figures that the mesh hanbefined in a uniform way near the predicted

vortex locations, and nowhere else. Hence the gaptation algorithm is very effective in
limiting the number of refined elements.

10
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5 Flow results

In the experiment the rotor is trimmed for thrusg and zero flapping. The latter is not
possible in our MTMG framework, so the rotor is tn@ad for thrust and zero pitching and
rolling moment. The resulting elastic deformatiosli®wn in Figure 8. As can be seen the
flapping (or bending) motion varies between 2 atdef the rotor radius; and hence the
variation cannot be considered negligible.

In order to evaluate the effect of the differemnning the sectional normal force is analyzed.
Sectional normal force as a function of the azimarble is presented in Figure 9 for five
different span stations. Overall agreement withegixpent is satisfactory. In the first quadrant
the normal forces are comparable, in the next guadhe simulation shows higher loadings,
probably due to a larger angle of attack. This bdlanalyzed in detail when the pressure
distributions are discussed. On the retreating, sidelargest difference is at 50% span, where
the experiment shows evidence of blade-vortex aatérns, which are not visible in the
simulation. As can be seen in Figure 10, the misstsuace of a tip vortex with retreating blade at
315 degrees exceeds B, which is too large to have noticeable effectlom gectional normal
force. As both the position of the blade and thsitmm of the tip vortices critically depend on
the trim, the large miss distance in the simulattomost probably caused by the difference in
the trim procedure. Based on this finding, we wilhcentrate on blade-vortex interactions at the
advancing side, in the first quadrant.

Pressure distributions at selected stations anduikziangles are compared with experimental
data in Figure 11. Simulation results are obtawvil the third order simulation on Mesh G1.
There is hardly any difference with the second-peidution (not shown). General agreement is
good. As is expected from the analysis of the seatinormal forces, the agreement in the first
guadrant is very good; in the second quadrantithelation shows pressure distributions which
are consistent with a higher angle of attack timaihé experiment. The resulting sectional lift
will be larger, which is consistent with Figure 9.

Time histories of the pressure at selected bleatess are shown in Figure 12 (for the second
order simulation) and Figure 13 (for the third ardienulation). Of special interest are the
stations near the leading edge at the lower sidleeoblade, which are the most sensitive to
vortex interaction. Unfortunately, the blade-vorieteractions in the experiment are weak, and
not always discernible from low pressure due tanges in angle of attack. For instance, the
inverted peaks ifrigure 12 (d) and (g) between azimuths 90 and E8ffes cannot be due to
blade vortex interactions since there are no vestjgresent at these radial locations and

11
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azimuths. Moreover, a blade-vortex interaction $hart phenomenon, typically lasting three to
five degrees azimuth. There is a blade-vortex autibon just before or at 90 degrees azimuth,
which is clearly visible in the simulationsrat0.92R (Figure 12(g)) and more weakly, in the
third order solutions only, a=0.82R and 100 degrees (Figure 13 (d)). The same interaati
r=0.7Ris hardly visible (Figure 13 (a) at 120 degreesnath). The interactions quickly
weaken further down the airfoil as is visible froime figures at 6% from the trailing edge.
Finally, Figure 13(i) again shows that in the siatign the local angle of attack for azimuths
greater than 90 degrees are greater than in trexiegnt.

The difference between the second order and thddraliscretization on the blade vortex
interactions, is shown in detail in Figure 14 (2%nf leading edge at0.92R). The third order
discretization clearly shows a stronger interac(iwhere the strength of the interaction is
measured as the gradient of the pressure signal).

Figure 15 shows the vortex systems at an azimujteast 45 and 67.5 degrees, for second and
third order solutions. Clearly, the second ordemsations show little evidence of vortices at
the shown vorticity levels: the vortices are preédrr weak. The third order solutions show
much improvement over the second order solutiohs.fact that the improved vortex
persistence of the third order scheme shows éffiect in the blade pressures, again
demonstrates that the miss distance is quite large.

Figure 16 displays the vortex system, viewed fratow, at an azimuth angle of 56 degrees for
the third order simulation. Since the vortex wakétcated below the rotor disk, this view
presents a clear picture of the vortex systemthétetreating side (bottom of the figure),
vortices of four different ages are visible. At gidvancing side (top of the figure) only two
vortices are visible. The advancing side vorticgzeap to be weaker and are destroyed by the
root vortices at the hub.

In the following figures the vortex system is dissed in more detail. Each set of figures shows
the vortex system from above (for example, Fig@k and in a cross-sectional vertical slice
(for instance, Figure 19 and Figure 20). The figuith the vortex system viewed from above
also presents the location of the cross-sectidaalep including numbered labels at locations
where the vortices intersect the plane. The numdrersepeated in figures of the cross-sectional
slice, with an additional letter, signifying whethibe vortex is a tip vortex (‘T’) of root vortex

(R).

12
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In Figure 19, tip vortices of four ages are visitni¢he third order solution: T1, T2, T4, and T5.
Note that these vortices are barely visible indbeond order solution. Tip vortex T6 is the tip
vortex with about the same age of vortex T1, and@énmuch clearer. The root vortices R3
and R4 are located near the tip vortices T2 andafid,since they are of opposite rotation they
are likely to destroy the tip vortices. In realibe wake of the hub will have weaker
interactional effects than the present root vosti€@mparing the vortex locations and grid
resolution in Figure 20, shows that the grid haenbefined in the correct locations.

Figure 23 shows the vortex system at a later sitagamore on the advancing side of the rotor.
The two tip vortices T1 and T2 are clearly visilsighe third order simulation results, but the
next tip vortex T3 is very weak. Note the differangle in the vorticity levels: the tip vortices
emanating from the blades in the second quadranweaker than the vortices emanating from
the blades in the third quadrant (compare Figuje A9the blade loading is not significantly
different for the two quadrants, this is most pitadipalue by lack of resolution (see Figure 24).

Finally, two cross-sectional planes through therbtades are presented in Figure 26 at an
azimuth angle of 80 degrees. The solution in thaethrough the blades at £%hd 356
azimuth (Figure 27) shows a clear tip vortex T1selto the blade, but further downstream the
vortices are interacting with the root vortices &l R3. The solution in the plane through the
blade at 80azimuth (Figure 29) shows a clear vortex TI, It next vortex TIl has weakened
and is located at a significant distance of thel®land will have little influence on the blade
pressures.

For all the cross-sectional planes discussed altbeeadaptation algorithm accurately refines
the cells at the actual vortex locations (apamftbe vortices emanating from the blade in the
second quadrant, see Figure 30). In general onearaniude that the pre-adaptation on streak
lines is an efficient and accurate way of genegatimeshes with sufficient resolution in the
vortex regions.

6 Computational characteristics

The computational complexity of the simulation ssfallows. The trim is executed on the
coarse mesh without vortex refinement, and is gdglé compared to obtaining the third-order
solution on the vortex-refined mesh. Pre-adaptatfaine mesh is executed in 12 steps, each of
which takes about 10,000 CPU seconds on a singlenprocessor NEC SX8-R. Note that the
adaptation algorithm is primarily a scalar algarithThe total time for the pre-adaptation is
hence about one and a half day. For the second sotlgion, 20Q>-multigrid cycles with 5

13
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pre- and post relaxations have been taken, whiphine 1.6 million CPU seconds. Running on
three processors at a speed of 17 Gflop/s thistsikedays. Memory use is 30 GB. For the third
order solution, a subsequentnultigrid cycles with 5 pre- and post relaxatidras/e been
taken, which require 2.1 million CPU seconds. Rogron three processors at a speed of 22
Gflop/s this takes eight days. Memory use is 57 GB.

Note that at a peak speed of 128 Gflop/s the NE@B!8 is a small compute server.

Considering the scalability of the algorithm, tlmwgations described in this report are
expected to take less than a day on a teraflop imach

14
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7 Conclusions

A comprehensive approach to the simulation of gterrwake using first-principles CFD has
been presented. The effectiveness of the pre-adapsitategy for the vortex-convection for an
isolated rotor in high-speed flight has been derrated. Given the differences in trimming
procedure, the agreement with experiment is redbtigood. The blade-vortex interaction at the
advancing side in the experiment is weak. In thaufations, the effect of the increased vortex
resolution does not have significant effects onltlagle pressures, which is consistent with the
experiment.
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Figure 1 Blade cross section of the mesh after Figure 2 Same cross section after feature
geometry refinement refinement

Figure 3 Difference between the blade tip Figure 4 Difference between the blade tip
trajectories and the predicted vortex locations trajectories and the predicted vortex locations
using particle traces. Perpendicular view. using particle traces. Main difference is the effect

of the downwash of the rotor.
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Figure 5 lllustration of the pre-adaptation strategy. An arbitrary horizontal slice of Mesh G3 is shown,
together with the expected vortex locations as predicted by the particle traces. The vortex locations are
coloured with their distance to plane, and not shown if the distance is greater than 0.0375R. Clearly visible is
the refinement regions near the expected vortex locations.
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Figure 7 Impression of the mesh obtained from pre-adaptation on streak lines. The grid plane
shown is through the rotor axis (in the center of the figure) and almost perpendicular to the
vortices. The red circles have a diameter of 0.1R (within the circles the target mesh width

0.02R); the blue circles have a diameter of 0.035R (within the circles the target mesh width is

0.007R)
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Figure 8 Representation of the elastic blade motion of the rotor disk. The elastic flap motion is
visible as the bending (z-coordinate, in units of the rotor radius) and the rotor disk is coloured
with the elastic pitch (in degrees).
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Figure 9 Sectional normal force coefficient as a function of azimuth at five spanwise stations.
Black line: experiment; blue line: simulation. Third order simulation.
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Figure 10 Miss distance of a blade tip vortex with a retreating blade at y=315°
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(f) 1/R=0.92, y=60° (g) 1/R=0.92, y=90° (h) 1/R=0.92, y=120°

KK

Figure 11 Pressure distributions at various span stations and azimuth angles. Lines with circles:
experiment (dotted: upper side; solid: lower side). Solid blue line: simulation. Shown is the

pressure against chordwise position. Third order simulation.
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(a) r=0.7R, x/c=0.06 at (b) r=0.7R, x/c=0.35 at (c) r=0.82R, x/c=0.21 at
lower side upper side upper side

/R = 0. 82 lower side x1=0.020 /R = 0.82 lower side x/1 =0.060 /R = 0.82 upper side x/1 =0.020
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________________________________________________________________________

(g) r=0.92R, x/c=0.02 at (h) r=0.92R, x/c=0.06 at (i) r=0.92R, x/c=0.325 at
lower side lower side upper side

Figure 12 Pressure histories at selected stations on the blade. Solid black line: experiment. Solid
blue line: simulation. Shown is the pressure against azimuth angle for one revolution. Second order
simulation.
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Figure 13 Pressure histories at selected stations on the blade. Solid black line: experiment.
Solid blue line: simulation. Shown is the pressure against azimuth angle for one revolution.

Third order simulation
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Figure 14 Comparison of time series of pressure at r/R=0.82 span station and x/c=0.06 chord
station at the lower side. Red: Mesh GO, second order DG; Green: second order DG; Blue: third

order DG.
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(c) second order at w=67.5° (d) third order at w=67.5°

Figure 15. Comparison of vorticity contours between order of accuracy. Iso-contours are shown
at vorticity magnitude level of 2a./R and 5a./R, where a. is the speed of sound.

25



/
NLR-TP-2008-696 @

Figure 16 The vortex system at y=56°, as obtained with the third order method, viewed from
below. Iso-contours are shown at vorticity magnitude level of 1.75a./R and 1.25a./R, where a.,
is the speed of sound.
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Figure 17 Definition of cross-section slice, shown in  Figure 18 Vortex system at y=28°
red, at @=28°
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Figure 19 Comparison of vortex resolution in the slice defined in Figure 17 with second order
simulation (top) and third order simulation (bottom)
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Figure 20 Comparison of vortex location in the slice defined in Figure 17 for second order (top)
and third order simulation (bottom)
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Figure 21 Definition of cross-section slice, shown  Figure 22 Vortex system at p=56°
in red, at @=56°
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Figure 23 Comparison of vortex resolution in the slice defined in Figure 21 with second order
simulation (top) and third order simulation (bottom)
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Figure 24 Comparison of vortex resolution in the slice defined in Figure 21 with second order
simulation (top) and third order simulation (bottom). All cells are hexahedra, apparently
triangular elements are a plotting anamoly.
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Figure 25 Definition of cross-section slices, shown Figure 26 Vortex system at y=80°
in red and blue, at w=80°

VORTICITY

Figure 27 Comparison of vortex resolution in the slice defined in Figure 25 by the blue line with
second order simulation (top) and third order simulation (bottom). Flow is more or less from left
to right.
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Figure 28 Comparison of vortex resolution in the slice defined in Figure 25 by the blue line with
second order simulation (top) and third order simulation (bottom). Flow is more or less from left

to right.
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Figure 29 Comparison of vortex resolution in the slice defined in Figure 25 by the red line with
second order simulation (top) and third order simulation (bottom).Flow is more or less
perpendicular to the plane shown.
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Figure 30 Comparison of vortex resolution in the slice defined in Figure 25 by the red line with
second order simulation (top) and third order simulation (bottom).Flow is more or less
perpendicular to the plane shown.
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